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Abstract
The rapid growth in the areas of language generation and reasoning has been

significantly facilitated by the availability of user-friendly libraries wrapped around
large language models. These solutions often rely on the Seq2Seq paradigm, treating
all problems as text-to-text transformations. While convenient, this approach faces
limitations in practical deployments: brittleness when handling complex problems,
the absence of feedback mechanisms, and an inherent black-box nature hindering
model interpretability.

This thesis presents techniques to address these limitations by integrating struc-
tured elements into the design and operation of language models. Structure, in this
context, is defined as the organization and representation of data in systematic, hier-
archical, or relational ways, along with incorporating structural constraints into the
learning and reasoning processes. These elements are integrated at different model
development and deployment stages: training, inference, and post-inference. Dur-
ing training, we present techniques for training a graph-assisted question-answering
model, and discovering orders that help in effectively generating sets as sequences. In
the inference stage, we present techniques for incorporating structure by leveraging
code as an intermediate representation. For the post-inference stage, we introduce
methods that integrate a memory to allow the model to leverage feedback without
additional training.

Together, these techniques demonstrate that conventional text-in-text-out solutions
may fail to leverage beneficial structural properties apparent to model stakeholders.
Incorporating structures in the model development process requires a careful look
at the problem setup, but often relatively straightforward implementation can pay
significant dividends—a little structure goes a long way.

We conclude by positing that the next generation of AI systems will treat LLMs
as powerful kernels upon which flexible inference procedures can be built to enhance
complex reasoning. This approach, driven by the concept of inference-time compute,
has the potential to significantly improve the problem-solving capabilities of AI.
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Chapter 1

Introduction

1.1 Background and Motivation

Next-token prediction is surprisingly expressive. In theory, a wide range of complex structures,
including text, code, and proteins can be generated incrementally by generating one piece or token
at a time.

It is therefore unsurprising that with the broad availability of user-friendly libraries for text-
generation and reasoning, numerous tasks have been successfully framed within the seq2seq
framework [Radford, 2018, Raffel et al., 2020a, Yangfeng Ji and Celikyilmaz, 2020]. This
extends beyond tasks naturally suited to these paradigms, such as dialogue generation and
summarization [Zhang et al., 2020b, Gehrmann et al., 2021b], to include tasks not traditionally
associated with language models, like protein sequence prediction [Gómez-Bombarelli et al.,
2018], graph generation [You et al., 2018], program synthesis [Nijkamp et al., 2022a, Chen et al.,
2021b, Wang et al., 2021], and structured-commonsense reasoning [Bosselut et al., 2019].

While adapting tasks to fit existing tools is generally not recommended1, the ease and accessi-
bility of these libraries [Paszke et al., 2017, Wolf et al., 2019] can sometimes lead to overlooking
the inherent trade-offs and limitations associated with using such out-of-the-box solutions. Often,
developers only need to provide their input data in a prescribed format (e.g., a file of comma-
separated input and output values), with the libraries handling the remaining steps. The simplicity
of libraries facilitates quick implementation and experimentation. However, this convenience
comes with a trade off.

1.1.1 Limitations of current LLM setups

In this thesis, we argue that recognizing and addressing these trade-offs is crucial for the practical
and challenging deployments of text-generation and reasoning frameworks. These shortcomings
include the brittleness of such frameworks in handling complex problems, the lack of mechanisms
for receiving feedback, and their opaque, black-box nature [Ortega et al., 2021]. Our goal is
to delve into these issues and explore potential solutions that can enhance the practicality and

1“To a man with a hammer, everything looks like a nail. - Mark Twain
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robustness of text-generation and reasoning frameworks in real-world applications. We elaborate
on these challenges next.

(1) The ability to provide feedback: Feedback is crucial for tailoring model outputs to user
preferences and improving the overall user experience. However, current Seq2Seq models are
not designed to receive direct feedback, making it challenging for users to influence or guide the
model’s output [Kreutzer et al., 2018, Jaques et al., 2019].

The ability to provide feedback would enable more interactive and user-driven outcomes,
allowing for better customization and improved overall performance. For instance, in a dialogue
system, a user looking for Italian restaurants in New York City might want to clarify or correct
information provided by the Seq2Seq model. If the model suggests an incorrect location, there is
no easy way for the user to give feedback and guide the model towards the desired answer. Worse,
without an ability to retain the feedback, the model will continue to repeat the same mistake.

Several approaches have been proposed to address this issue, such as reinforcement learning
from human feedback [Kreutzer et al., 2018, Jaques et al., 2019], actor-critic algorithms for
sequence prediction [Bahdanau et al., 2016], and supervised learning [Stiennon et al., 2020,
Ouyang et al., 2022b]. However, these methods often require additional training or substantial
amounts of data, making them less suitable for few-shot learning or scenarios with limited data
availability. Despite these advances, there remains a significant research gap in developing
practical and efficient feedback mechanisms for Seq2Seq models in the context of few-shot
learning. In this thesis, we aim to investigate this gap and explore novel methods that can
effectively incorporate user feedback without the need for re-training, thereby enhancing the
performance and adaptability of Seq2Seq models in real-world applications with limited data
availability.

(2) Brittleness due to mismatched representations: A major challenge faced by Seq2Seq
models is their brittleness when dealing with inputs or outputs that significantly deviate from the
textual data they were trained on. This limitation can result in poor performance when applied to
unconventional tasks or domains that require representations different from those encountered
during training [Lake et al., 2017, Ratner et al., 2017]. Developing models capable of handling
diverse and mismatched representations would not only improve their generalization capabilities
but also expand their applicability to a broader range of tasks.

For example, a Seq2Seq model trained on a large corpus of English text might be ill-suited
for handling input or output in a domain-specific language, such as mathematical equations or
computer code. Addressing this gap in handling mismatched representations is essential for
creating more versatile and robust Seq2Seq models that can adapt to a variety of real-world
scenarios and tasks [Graber et al., 2018].

(3) Failure to utilize structure inherent in the data: A significant limitation of vanilla
Seq2Seq models is their tendency to treat input and output data as unstructured sequences, often
ignoring any underlying structure or patterns that could be exploited to enhance the model’s
understanding and generation capabilities [Bastings et al., 2017]. Incorporating domain-specific
knowledge, structure, or constraints into the model architecture or training process would en-
able more accurate, efficient, and coherent output generation, leading to better performance in
specialized tasks or domains.

2
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Key Capabilities for Human-Like Text Generation and Reasoning

A common argument in favor of the simplicity of the next-token prediction objective is its
perceived similarity to how humans process and generate language [Heilbron et al., 2022].
However, human reasoning exhibits nuances that current models struggle to replicate. A few
examples highlight these limitations:

1. Generating Multiple Candidates: Humans often create and evaluate multiple options, a
process not inherent in standard LLM outputs.

2. Iterative Generation: In tasks like writing, humans engage in an iterative process of review
and refinement instead of one-shot generation done by LLMs.

3. Contextual and World Knowledge: Human communication relies on broader knowledge
and contextual information beyond the immediate textual data.

4. Tool Usage: Humans use various tools to accomplish tasks. Crucially, humans realize when
a specific tool is required.

5. Question Reframing: Humans often rephrase the question and retry.

6. Prioritizing Simpler Tasks: A common human problem-solving strategy involves tackling
a problem’s simpler parts first.

The examples share a common theme: the need to move beyond simplistic input/output
relationships. LLMs offer remarkable capabilities, but to address the full spectrum of tasks, they
need to be enhanced with more complex reasoning processes. This need is reflected in the rise
of few-shot prompting techniques, where strategies like search, self-refinement, and tool usage
are used to augment these models. Many of these techniques implicitly introduce elements of
structure, explained next.

1.1.2 Infusing Structure: contribution of this thesis

Certain problems may offer an inherent structure that can be exploited for interpretability or
effectiveness. For example, while solving commonsense reasoning questions, it may be useful to
additionally condition the result on a knowledge graph that captures relevant relationships and
dependencies [Han et al., 2020]. Addressing this gap and developing methods to incorporate
structural information into Seq2Seq models has the potential to significantly improve their
performance and applicability across a wide range of domains and tasks [Zhang et al., 2019a,c].

Structure is an ambiguous term with multiple interpretations within the field of AI [Newell
et al., 1972, Russell, 2010]. For the purpose of this thesis, we adopt a broad perspective of structure
that includes not only its use in organizing training data [Bengio et al., 2013, Schmidhuber, 2015],
but also its role in the entire model development and deployment lifecycle, from enhancing
training and inference outcomes [Vaswani et al., 2017, Devlin et al., 2019, Lake et al., 2017], to
post-inference adjustments that increase the effectiveness of the final results [Nye et al., 2021b,
Dohan et al., 2022].
Definition 1 (Structure). In the context of Structure-Enhanced Generation and Reasoning, the
term structure refers to:

3
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Figure 1.1: Overview of this thesis proposal: the goal of this thesis is to integrate structure in the
model development and deployment pipeline.

a. Organization and representation of data, knowledge, or information in a systematic, hierar-
chical, or relational way [Pearl et al., 2000, Bengio et al., 2013, Hovy et al., 2013]. This
helps capture the underlying relationships and dependencies between different elements,
making it easier for AI systems to understand, generate, and reason with natural language.
For example, organizing a knowledge graph to represent relationships between entities in a
domain.

b. Leveraging the inherent structure present in the data or problem domain to optimize out-
comes [Bahdanau et al., 2014, Vaswani et al., 2017, Battaglia et al., 2018]. This involves
using the structural properties of data or knowledge to improve reasoning, decision-making,
or generation, as well as enhance the efficiency, interpretability, or scalability of AI systems.
For example, using the structure of a parse tree to guide the generation of grammatically
correct sentences.

Note that this definition goes beyond the traditional definition of structure that focuses on the
arrangement of data and includes the process in the definition. Thus, our definition of structure
encompasses both the structuring of data and the process itself.

4
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(a) Infusing Structure in Data (Part I) (b) Structure-Enhanced Modeling (Part II)

(c) Exploiting Structure during Inference (Part III) (d) Post-Inference LLM Enhancements (Part IV)

Figure 1.2: Examples from the four parts of the thesis: (a) Infusing Structure in Data for
Finetuning, (b) Structure-Enhanced Modeling, (c) Exploiting Structure during Inference, and (d)
Post-Inference Enhancements for LLMs.
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1.2 Thesis Overview
This thesis investigates the significance of structure in contemporary language generation and
reasoning models. The thesis is organized into four parts:

• Part I: Infusing Structure in Data for Finetuning covers three chapters that explore
advanced applications of large language models (LLMs) in various tasks.

Chapter 2 examines event-level temporal graph generation for documents using LLMs
(NAACL 2021). It presents the first study on using LLMs for automated generation of
event-level temporal graphs for documents and demonstrates the effectiveness of the
approach.

Chapter 3 introduces SETAUG, a novel algorithm for conditional set generation that
effectively leverages order-invariance and cardinality properties (EMNLP 2022). By
training sequence-to-sequence models on augmented data, this method achieves sig-
nificant improvements across multiple benchmark datasets.

• Part II: Structure-Assisted Modeling delves into structure-enhanced generation and
reasoning.

Chapter 5 focuses on text style transfer (ACL 2020) and proposes techniques for
effective and interpretable style transfer without parallel data. The two-step process
improves both performance and interpretability.

Chapter 6 investigates structured situational reasoning using graphs (ACL 2021,
EMNLP 2021). It proposes a hierarchical mixture of experts model that learns to
effectively condition on input noisy graphs for improved reasoning.

• Chapter 4 proposes a method for targeted algorithmic optimizations in programs using LLMs
and a dataset of program trajectories (preliminary dataset verison accepted at DL4C 2022).
This work is in progress and aims to improve the optimization process of programming
tasks.

• Part III: Leveraging Structure during Inference explores approaches in graph generation,
structured commonsense reasoning, and program-aided language models.

Chapter 7 introduces COCOGEN, a novel approach for structured commonsense rea-
soning using large language models (EMNLP 2022). It treats structured commonsense
reasoning tasks as code generation tasks, allowing pre-trained LMs of code to perform
better as structured commonsense reasoners.

Chapter 8 presents the Program-Aided Language models (PAL) approach, which
leverages large language models for problem understanding and decomposition while
outsourcing the solution step to a runtime (ICML 2023). This approach leads to
improved performance in arithmetic and symbolic reasoning tasks.

• Part IV: Post-Inference Enhancements for LLMs examines two chapters focused on
enhancing large language models (LLMs) through user interactions and iterative refinement.

Chapter 9 presents MEMPROMPT, an approach that pairs GPT-3 with a memory of user
feedback for improved accuracy across diverse tasks (EMNLP 2022, NAACL 2022).

6
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By pairing GPT-3 with a growing memory of recorded misunderstandings and user
feedback for clarification, the system can generate enhanced prompts for new queries
based on past user feedback. A variant of MEMPROMPT, called FB-NET, leverages
feedback to fix mistakes in the outputs of a fine-tuned model for structured generation
and was accepted at NAACL 2022.

Chapter 10 introduces SELF-REFINE, a framework for iteratively refining LLM
outputs by generating multi-aspect feedback, demonstrating significant improvements
over direct generation in various tasks. The proposed work aims to extend Self-Refine
by integrating planning approaches.

Part Work Status
Part I Event-level temporal graph genera-

tion
NAACL 2021

Conditional set generation
(SETAUG)

EMNLP 2022

Performance-Improving Code Edits ICLR 2024
Part II TAGGEN ACL 2020

Graph-conditioned audio generation ASRU 2021
Structured situational reasoning ACL 2021, EMNLP 2021

Part III Graph generation (FLOWGEN) Dynn @ ICML 2022
Structured commonsense reasoning
(COCOGEN)

EMNLP 2022

Program-Aided Language models
(PAL)

ICML 2023

Part IV User feedback memory
(MEMPROMPT, FB-NET)

EMNLP 2022, NAACL 2022

Self-Refine Neurips 2023

Table 1.1: Thesis Status
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Part I

Infusing Structure in Data for Finetuning
Before starting with the fine-tuning process, it is essential to leverage domain knowledge to

introduce structure in the data used for fine-tuning. This approach requires minimal changes to the
input data while retaining the original modeling process. However, these strategic modifications
can significantly improve model performance. By incorporating inductive biases based on domain
knowledge, which may not be inherently accessible to the model, we can enhance the usefulness
of the same data during fine-tuning.

In this chapter, we discuss the following three works that exemplify the benefits of introducing
structure in fine-tuning data using domain knowledge:

1. Contextualized Temporal Event Graphs: Converts the problem of temporal graph extrac-
tion (Chapter 2).

2. Conditional Set Generation using SEQ2SEQ models (Chapter 3).

3. Chapter 4 Large Pre-trained Language Models for Program Optimization: This chapter
proposes to generate targeted edits to optimize programs algorithmically. The primary
objective is to identify pairs of slow and fast programs, analyze their differences, and
subsequently train an optimization model utilizing that information.

8
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Chapter 2

Neural Language Modeling for
Contextualized Temporal Graph
Generation

2.1 Introduction

Figure 2.1: Task overview: given a document (left), automatically extract a temporal graph (right).

Temporal reasoning is crucial for analyzing the interactions among complex events and
producing coherent interpretations of text data Duran et al. [2007]. There is a rich body of
research on the use of temporal information in a variety of important application domains,
including topic detection and tracking Makkonen et al. [2003], information extraction Ling and
Weld [2010], parsing of clinical records Lin et al. [2016], discourse analysis Evers-Vermeul et al.
[2017], and question answering Ning et al. [2020].

9
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Graphs are a natural choice for representing the temporal ordering among events, where the
nodes are the individual events, and the edges capture temporal relationships such as “before”,
“after” or “simultaneous”. Representative work on automated extraction of such graphs from
textual documents includes the early work by Chambers and Jurafsky [2009], where the focus
is on the construction of event chains from a collection of documents, and the more recent
CAEVO Chambers et al. [2014] and Cogcomptime Ning et al. [2018], which extract a graph for
each input document instead. These methods focus on rule-based and statistical sub-modules to
extract verb-centered events and the temporal relations among them.

As an emerging area of NLP, large scale pre-trained language models have made strides
in addressing challenging tasks like commonsense knowledge graph completion Bosselut et al.
[2019] and task-oriented dialog generation Budzianowski and Vulić [2019]. These systems
typically fine-tune large language models on a corpus of a task-specific dataset. However, these
techniques have not been investigated for temporal graph extraction.

This work focuses on the problem of generation of an event-level temporal graph for each
document, and we refer to this task as contextualized graph generation. We address this open
challenge by proposing a novel reformulation of the task as a sequence-to-sequence mapping
problem Sutskever et al. [2014], which enables us to leverage large pre-trained models for our
task. Further, different from existing methods, our proposed approach is completely end-to-end
and eliminates the need for a pipeline of sub-systems commonly used by traditional methods.

We also address a related open challenge, which is a prerequisite to our main goal: the
difficulty of obtaining a large quantity of training graphs with human-annotated events and
temporal relations. To this end, we automatically produce a large collection of document-graph
pairs by using CAEVO [Chambers et al., 2014], followed by a few rule-based post-processing
steps for pruning and noise reduction. We then encode the graph in each training pair as a string
in the graph representation format DOT, transforming the text-to-graph mapping into sequence-to-
sequence mapping. We fine-tune GPT-2 on this dataset of document-graph pairs, which yields
large performance gains over strong baselines on system generated test set and closely matches or
even outperforms CAEVO on TimeBank-Dense Cassidy et al. [2014] on multiple metrics. Figure 1
shows an example of the input document and the generated graph by our system.

As an additional contribution, this work demonstrates the feasibility of knowledge distillation
from complex, multi-step tools. By generating a dataset using a tool like CAEVO and fine-tuning a
language model on it, we successfully distill knowledge about event identification and temporal
relation extraction. The model effectively combines its general world understanding gained during
pre-training with the task-specific knowledge encoded by the traditional tool. This approach has
the potential to be broadly applicable in other domains where complex tools can be used to create
datasets for fine-tuning large language models.

2.2 Deriving Large-scale Dataset for the Temporal Graph Gen-
eration

Definitions and Notations: Let G(V,E) be a temporal graph associated with a document D,
such that vertices V are the events in document D, and the edges E are temporal relations (links)

10
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between the events. Every temporal link in E takes the form r(eq, et) where the query event eq
and the target event et are in V, and r is a temporal relation (e.g., before or after). In this work,
we undertake two related tasks of increasing complexity: i) Node generation, and ii) Temporal
graph generation:

Task 1: Node Generation: Let r(eq, et) be an edge in E. Let Cr be the set of sentences in the
document D that contains the events eq or et or are adjacent to them. Given a query consisting of
Cr, r, and eq, generate et.

Task 2: Temporal Graph Generation: Given a document D, generate the corresponding
temporal graph G(E,V).

Figure 2.1 illustrates the two tasks. Task 1 is similar to knowledge base completion, except that
the output events eq are generated, and not drawn from a fixed set of events. Task 2 is significantly
more challenging, requiring the generation of both the structure and semantics of G.

The training data for both the tasks consists of tuples {(xi, yi)}Ni=1. For Task 1, xi is the
concatenation of the query tokens (Cr, eq, r), and yi consists of tokens of event et. For Task 2, xi

is the ith document Di, and yi is the corresponding temporal graph Gi.
We use the New York Times (NYT) Annotated Corpus 1 to derive our dataset of document-

graph pairs. The corpus has 1.8 million articles written and published by NYT between 1987
and 2007. Each article is annotated with a hand-assigned list of descriptive terms capturing
its subject(s). We filter articles with one of the following descriptors: {“bomb”, “terrorism”,
“murder”, “riots”, “hijacking”, “assassination”, “kidnapping”, “arson”, “vandalism”, “hate crime”,
“serial murder”, “manslaughter”, “extortion”}, yielding 89,597 articles, with a total of 2.6 million
sentences and 66 million tokens. For each document D, we use CAEVO Chambers et al. [2014]
to extract the dense temporal graph consisting of i) the set of verbs, and ii) the set of temporal
relations between the extracted verbs. CAEVO extracts six temporal relations: before, after,
includes, is included, simultaneous, and vague.
Datasets for Task 1 and Task 2 After running the pruning and clustering operations outlined
above on 89k documents, we obtain a corpus of over 890,677 text-graph pairs, with an average of
120.31 tokens per document, and 3.33 events and 4.91 edges per graph. These text-graph pairs
constitute the training data for Task 2. We derive the data for Task 1 from the original (undivided)
89k graphs (each document-graph pair contributes multiple examples for Task 1). In Task 1 data,
nearly 80% of the queries (Cr, eq, r) had a unique answer et, and nearly 16% of the queries had
two different true et. We retain examples with multiple true et in the training data because they
help the model learn diverse temporal patterns that connect two events. For fairness, we retain
such cases in the test set. Table 2.1 lists the statistics of the dataset. The splits were created using
non-overlapping documents.

2.2.1 Graph Representation
We use language models to generate each graph as a sequence of tokens conditioned on the
document, thus requiring that the graphs are represented as strings. We use DOT language Gansner
et al. [2006] to format each graph as a string. While our method does not rely on any specific
graph representation format, we use DOT as it supports a wide variety of graphs and allows

1https://catalog.ldc.upenn.edu/LDC2008T19
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Task train valid test

Task 1 4.26 0.54 0.54

Task 2 0.71 0.09 0.09

Table 2.1: Dataset statistics (counts in million).

augmenting graphs with node, edge, and graph level information. Further, graphs represented
in DOT are readily consumed by popular graph libraries like NetworkX Hagberg et al. [2008b],
making it possible to use the graphs for several downstream applications. Figure 2.2 shows an
example graph and the corresponding DOT code. The edges are listed in the order in which their
constituent nodes appear in the document. This design choice was inspired by our finding that a
vast majority of temporal links exist between events that are either in the same or in the adjoining
sentence (this phenomenon was also observed by Ning et al. [2019]). Thus, listing the edges in
the order in which they appear in the document adds a simple inductive bias of locality for the
auto-regressive attention mechanism, whereby the attention weights slide from left to right as the
graph generation proceeds. Additionally, a fixed order makes the problem well defined, as the
mapping between a document and a graph becomes deterministic.

Figure 2.2: Temporal graph and the corresponding DOT representation for the sentence: Roma
clashed fiercely with the police, leading to arrests in which Roma activists said excessive force
was used.

2.3 Model
The training data X for both Tasks 1 and 2 comprises of tuples {(§xi, §yi)}Ni=1. For task 1 (node
generation), §xi the concatenation of context, the source, node, and the relation. The target §yi
consists of the tokens of the target event. For task 2 (graph generation), §xi is a document and §yi is
the corresponding temporal graph represented in DOT. We train a (separate) conditional language
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Method Dataset BLEU MTR RG ACC

SEQ2SEQ TG-Gen (-C) 20.20 14.62 31.95 19.68
SEQ2SEQ TG-Gen 21.23 16.48 35.54 20.99
GPT-2 TG-Gen (-C) 36.60 25.11 43.07 35.07
GPT-2 TG-Gen 62.53 43.78 69.10 61.35

SEQ2SEQ TB-Dense (-C) 11.55 9.23 21.87 10.06
SEQ2SEQ TB-Dense 16.68 12.69 27.75 13.97
GPT-2 TB-Dense (-C) 22.35 15.04 27.73 20.81
GPT-2 TB-Dense 52.21 35.69 57.98 47.91

Table 2.2: Node Generation (task 1) results.

model to solve both the tasks. Specifically, given a training corpus of the form {(§xi, §yi)},
we aim to estimate the distribution pθ(§yi | §xi). Given a training example (§xi, §yi) we set
§ui = §xi∥§yi2. pθ(§ui) can then be factorized as a sequence of auto-regressive conditional
probabilities using the chain rule: pθ(§ui) =

∏n
k=1 p(ui,k|§ui,<k), where ui,k denotes the kth

token of the ith sequence, and §ui,<k denotes the sequence of tokens {u1, u2, ..., uk−1}. Language
models are typically trained by minimizing a cross-entropy loss −logpθ(§ui) over each sequence
§ui in X. However, the cross-entropy loss captures the joint distribution pθ(§xi, §yi), and is not
aligned with our goal of learning conditional distribution pθ(§yi | §xi). To circumvent this, we
train our model by masking the loss terms corresponding to the input §xi, similar to Bosselut
et al. [2019]. Let §mi be a mask vector for each sequence §ui, set to 0 for positions corresponding
to §xi, and 1 otherwise i.e. mi,j = 1 if j > |§xi|, else 0. We combine the mask vector with our
factorization of pθ (§ui) to formulate a masked language modeling loss L, which is minimized
over the training corpus X to estimate the optimal θ:

L(X) = −
|X|∑
i=1

|xi|+|yi|∑
j=1

mi,j ∗ log (pθ (ui,j|§ui,<j))

Note that the formulation of masked loss is opaque to the underlying architecture, and can be
implemented with a simple change to the loss function. In practice, we use GPT-2 Radford et al.
[2019] based on transformer architecture Vaswani et al. [2017] for our implementation. Having
trained a pθ for each task, we generate a node (§y) given a query (§x) (for Task 1), or a graph (§y)
given a document (§x) (for Task 2) by drawing samples from the appropriate pθ(§y | §x) using
nucleus sampling Holtzman et al. [2020]. We provide more details of our training procedure and
the architecture in the Appendix (A.3).
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2.4 Experiments and Results

2.4.1 Evaluation Datasets
We evaluate our method on two different datasets: i) TG-Gen: Test split of synthetically created
dataset (Section 2.2), and ii) TB-Dense: A mixed-domain corpus, with human-annotated temporal
annotations. We create TB-Dense from the test splits of TimeBank-Dense Cassidy et al. [2014]
by applying the same pre-processing operations as we did for TG-Gen. TB-Dense forms a very
challenging dataset for our task because of domain mismatch; our system was trained on a corpus
of terrorism-related events, whereas TB-Dense includes documents from a wide array of domains,
forming a zero-shot evaluation scenario for our method.

SEQ2SEQ: We train a bi-directional LSTM Hochreiter and Schmidhuber [1997] based sequence-
to-sequence model Bahdanau et al. [2015] with global attention Luong et al. [2015] and a hidden
size of 500 as a baseline to contrast with GPT-2. The token embeddings initialized using 300-
dimensional pre-trained Glove Pennington et al. [2014].

2.4.2 Task 1: Node Generation

Paragraph: Mr. Grier, a former defensive lineman for the New York Giants
who was ordained as a minister in 1986, testified on Dec. 9 that he had
visited Mr. Simpson a month earlier

Table 2.3: An example of GPT-2 fixing the label given by CAEVO. Given a query event after “Mr.
Grier visited”, CAEVO incorrectly extracts Mr. Grier ordained, whereas GPT-2 generates the
correct event: Mr. Grier testified.

Metrics Given a query (Cr, eq, r), with Cr being the context (sentences containing events eq, et
and their neighboring sentences) and eq as the source event, Task 1 is to generate a target event et
such that r(eq, et). We format each query as “In the context of C, what happens r eq?”. We found
formatting the query in natural language to be empirically better. Let êt be the system generated
event. We compare et vs. êt using BLEU Papineni et al. [2002], METEOR Denkowski and Lavie
[2011], and ROUGE Lin [2004]3, and measure the accuracy (ACC) as the fraction of examples
where et = êt.

Results on TG-Gen The results are listed in Table 2.2. Unsurprisingly, GPT-2 achieves high
scores across the metrics showing that it is highly effective in generating correct events. To
test the generative capabilities of the models, we perform an ablation by removing the sentence
containing the target event et from Cr (indicated with -C). Removal of context causes a drop in
performance for both GPT-2 and SEQ2SEQ, showing that it is crucial for generating temporal

2∥ denotes concatenation
3Sharma et al. [2017], https://github.com/Maluuba/nlg-eval
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events. However, GPT-2 obtains higher relative gains with context present, indicating that it uses
its large architecture and pre-training to use the context more efficiently. GPT-2 also fares better
as compared with SEQ2SEQ in terms of drop in performance for the out-of-domain TB-Dense
dataset on metrics like accuracy (−21% vs. −33%) and BLEU (−16% vs. −21%), indicating that
pre-training makes helps GPT-2 in generalizing across the domains.
Human Evaluation To understand the nature of errors, we analyzed 100 randomly sampled incor-
rect generations. For 53% of the errors, GPT-2 generated a non-salient event which nevertheless
had the correct temporal relation with the query. Interestingly, for 10% of the events, we found
that GPT-2 fixed the label assigned by CAEVO (Table 2.3), i.e., et was incorrect but êt was correct.

2.4.3 Task 2: Graph Generation

Dataset BLEU MTR RG DOT%

SEQ2SEQ TG-Gen 4.79 15.03 45.95 86.93
GPT-2 TG-Gen 37.77 37.22 64.24 94.47

SEQ2SEQ TB-Dense 2.61 12.76 28.36 89.31
GPT-2 TB-Dense 26.61 29.49 49.26 92.37

Table 2.4: Graph string metrics.

Dataset vP vR vF1 eP eR eF1

SEQ2SEQ TG-Gen 36.84 24.89 28.11 9.65 4.29 4.70
GPT-2 TG-Gen 69.31 66.12 66.34 27.95 25.89 25.22

SEQ2SEQ TB-Dense 24.86 15.25 17.99 4.7 0.14 0.24
CAEVO TB-Dense 37.53 79.83 48.96 7.95 14.62 8.96
GPT-2 TB-Dense 45.96 48.44 44.97 8.74 8.89 7.96

Table 2.5: Graph semantic metrics.

Metrics Let Gi(Vi,Ei) and Ĝi(V̂i, Êi) be the true and the generated graphs for an example i in
the test corpus. Please recall that our proposed method generates a graph from a given document
as a string in DOT. Let §yi and §ŷi be the string representations of the true and generated graphs.
We evaluate our generated graphs using three types of metrics:
1. Graph string metrics: To compare §yi vs. §ŷi, we use BLEU, METEOR, and ROUGE, and also
measure parse accuracy (DOT%) as the % of generated graphs §ŷi which are valid DOT files.

2. Graph structure metrics To compare the structures of the graphs Gi vs. Ĝi, we use i)
Graph edit distance (GED) Abu-Aisheh et al. [2015] - the minimum numbers of edits required to
transform the predicted graph to the true graph by addition/removal of an edge/node; ii) Graph
isomorphism (ISO) Cordella et al. [2001] - a binary measure set to 1 if the graphs are isomorphic
(without considering the node or edge attributes); iii) The average graph size (|Vi|, |Ei|, |V̂i|, |Êi|)
and the average degree (d(V)).
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3. Graph semantic metrics: We evaluate the node sets (Vi vs. V̂i) and the edge sets (Ei

vs. Êi) to compare the semantics of the true and generated graphs. For every example i, we
calculate node-set precision, recall, and F1 score, and average them over the test set to obtain
node precision (vP ), recall (vR), and F1 (vF ). We evaluate the predicted edge set using temporal
awareness UzZaman and Allen [2012], UzZaman et al. [2013]. For an example i, we calculate
eiP =

|Ê−
i ∩Ei

+|
|Ê−

i | , eiR =
|Ê+

i ∩Ei
−|

|Ei
−| where symbol + denotes the temporal transitive closure Allen

[1983] of the edge set. Similarly, − indicates the reduced edge set, obtained by removing all the
edges that can be inferred from other edges transitively. The F1 score eiF1

is the harmonic mean
of eiP and eiR, and these metrics are averaged over the test set to obtain the temporal awareness
precision (eP ), recall (eR), and F1 score (eF1). Intuitively, the node metrics judge the quality of
generated events in the graph, and the edge metrics evaluate the corresponding temporal relations.

Results Tables 2.4, 2.6, and 2.5 present results for graph generation, and we discuss them next.

Dataset |V| |E| d(V) GED ↓ ISO ↑

True TG-Gen 4.15 5.47 1.54 0 100
SEQ2SEQ TG-Gen 2.24 2.23 1.12 6.09 32.49
GPT-2 TG-Gen 3.81 4.60 1.40 2.62 41.66

True TB-Dense 4.39 6.12 2.02 0 100
SEQ2SEQ TB-Dense 2.21 2.20 1.11 6.22 23.08
CAEVO TB-Dense 10.73 17.68 2.76 18.68 11.11
GPT-2 TB-Dense 3.72 4.65 1.75 4.05 24.00

Table 2.6: Graph structure metrics.

GPT-2 vs. SEQ2SEQ GPT-2 outperforms SEQ2SEQ on all the metrics by a large margin in
both fine-tuned (TG-Gen) and zero-shot settings (TB-Dense). GPT-2 generated graphs are closer
to the true graphs in size and topology, as shown by lower edit distance and a higher rate of
isomorphism in Table 2.6. Both the systems achieve high parsing rates (DOT %), with GPT-2
generating valid DOT files 94.6% of the time. The high parsing rates are expected, as even
simpler architectures like vanilla RNNs have been shown to generate syntactically valid complex
structures like LATEXdocuments with ease Karpathy [2015].

GPT-2 vs. CAEVO We compare the graphs generated by GPT-2 with those extracted by CAEVO Cham-
bers et al. [2014]4 from the TB-Dense documents. We remove all the vague edges and the light
verbs from the output of CAEVO for a fair comparison. Please recall that CAEVO is the tool we used
for creating the training data for our method. Further, CAEVO was trained using TB-Dense, while
GPT-2 was not. Thus, CAEVO forms an upper bound over the performance of GPT-2. The results
in Tables 2.5 and 2.6 show that despite these challenges, GPT-2 performs strongly across a wide
range of metrics, including GED, ISO, and temporal awareness. Comparing the node-set metrics,

4https://github.com/nchambers/caevo
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Top 10 Verbs: found, killed, began, called, want,
took, came, used, trying, asked
Randomly Sampled Verbs: shooting, caused,
accused, took, conceived, visit, vowing, play,
withdraw, seems

Table 2.7: Verbs in GPT-2 generated graphs.

Query (C, eq, r) et Explanation

The suspected car bombings...turning busy
streets...Which event happened before the sus-
pected car bombings?

many cars drove
Plausible: The passage men-
tions busy streets and car
bombing.

He...charged...killed one person. Which event
happened after he was charged?

He was acquitted
Somewhat plausible: An ac-
quittal is a possible outcome
of a trial.

Table 2.8: Sample open-ended questions and the answers et generated by our system. Note that
the answers generated by our system et are complete event phrases (not just verbs).

we see that GPT-2 leads CAEVO by over eight precision points (vP ), but loses on recall (vR) as
CAEVO extracts nearly every verb in the document as a potential event. On temporal awareness
(edge-metrics), GPT-2 outperforms both CAEVO and SEQ2SEQ in terms of average precision score
eP and achieves a competitive eF1 score. These results have an important implication: they show
that our method can best or match a pipeline of specialized systems given reasonable amounts
of training data for temporal graph extraction. CAEVO involves several sub-modules to perform
part-of-speech tagging, dependency parsing, event extraction, and several statistical and rule-based
systems for temporal extraction. In contrast, our method involves no hand-curated features, is
trained end-to-end (single GPT-2), and can be easily scaled to new datasets.

Node extraction and Edge Extraction The node-set metrics in Table 2.5 shows that GPT-2
avoids generating noisy events (high P ), and extracts salient events (high R). This is confirmed
by manual analysis, done by randomly sampling 100 graphs from the GPT-2 generated graphs
and isolating the main verb in each node (Table 2.7). We provide several examples of generated
graphs in the Appendix. We note from Table 2.5 that the relative difference between the eF1 scores
for GPT-2 and SEQ2SEQ (25.22 vs. 4.70) is larger than the relative difference between their vF1

scores (66.34 vs. 28.11), showing that edge-extraction is the more challenging task which allows
GPT-2 to take full advantage of its powerful architecture. We also observe that edge extraction
(eF1) is highly sensitive to node extraction (vF1); for GPT-2, a 27% drop in vF1 (66.34 on TG-Gen
vs. 44.97 on TB-Dense) causes a 68% drop in eF1 (25.22 on TG-Gen vs. 7.96 on TB-Dense).
As each node is connected to multiple edges on average (Table 2.6), missing a node during the
generation process might lead to multiple edges being omitted, thus affecting edge extraction
metrics disproportionately.
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2.4.4 Answering for Open-ended Questions
A benefit of our approach of using a pre-trained language model is that it can be used to generate
an answer for open-ended temporal questions. Recently, Ning et al. [2020] introduced Torque, a
temporal reading-comprehension dataset. Several questions in Torque have no answers, as they
concern a time scope not covered by the passage (the question is about events not mentioned in
the passage). We test the ability of our system for generating plausible answers for such questions
out of the box (i.e., without training on Torque). Given a (passage, question) pair, we create a
query (C, eq, r), where C is the passage, and eq and r are the query event and temporal relation in
the question. We then use our GPT-2 based model for node-generation trained without context
and generate an answer et for the given query. A human-judge rated the answers generated for
100 such questions for plausibility, rating each answer as being plausible, somewhat plausible,
or incorrect. For each answer rated as either plausible or somewhat plausible, the human-judge
wrote a short explanation to provide a rationale for the plausibility of the generated event. Out
of the 100 questions, the human-judge rated 22 of the generated answers as plausible and ten as
somewhat plausible, showing the promise of our method on this challenging task (Table 2.8).
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Figure 3.1: An illustrative task where given an input x, the output is a set of emotions. Our
method first discovers a partial order graph (middle) in which specific labels (joy) come before
more general labels (pride). Listing the specific labels first gives the model more clues about the
rest of the set. Topological samples from this partial order graph are label sequences that can
be efficiently generated using SEQ2SEQ models. The size of each set is also added as the first
element for joint modeling of output with size.

Chapter 3

Conditional Set Generation with SEQ2SEQ
models

3.1 Introduction

Conditional set generation is the task of modeling the distribution of an output set given an input
sequence of tokens [Kosiorek et al., 2020]. Several NLP tasks are instances of set generation,
including open-entity typing [Choi et al., 2018, Dai et al., 2021], fine-grained emotion classifi-
cation [Demszky et al., 2020], and keyphrase generation [Meng et al., 2017, Yuan et al., 2020,
Ye et al., 2021]. The recent successes of the pretraining-finetuning paradigm have encouraged
a formulation of set generation as a SEQ2SEQ generation task [Vinyals et al., 2016, Yang et al.,
2018a, Meng et al., 2019, Ju et al., 2020].

In this paper, we posit that modeling set generation as a vanilla SEQ2SEQ generation task is
sub-optimal, because the SEQ2SEQ formulations do not explicitly account for two key properties
of a set output: order-invariance and cardinality. Forgoing order-invariance, vanilla SEQ2SEQ

generation treats a set as a sequence, assuming an arbitrary order between the elements it outputs.
Similarly, the cardinality of sets is ignored, as the number of elements to be generated is typically
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not modeled.
Prior work has highlighted the importance of these two properties for set output through loss

functions that encourage order invariance [Ye et al., 2021], exhaustive search over the label space
for finding an optimal order [Qin et al., 2019, Rezatofighi et al., 2018, Vinyals et al., 2016], and
post-processing the output [Nag Chowdhury et al., 2016]. Despite the progress, several important
gaps remain. First, exhaustive search does not scale with large output spaces typically found in
NLP problems, thus stressing the need for an optimal sampling strategy for the labels. Second,
cardinality is still not explicitly modeled in the SEQ2SEQ setting despite being an essential aspect
for a set. Finally, architectural modifications required for specialized set-generation techniques
might not be viable for modern large-language models.

We address these challenges with a novel data augmentation strategy. Specifically, we take
advantage of the auto-regressive factorization used by SEQ2SEQ models and (i) impose an
informative order over the label space, and (ii) explicitly model cardinality. First, the label sets
are converted to sequences using informative orders by grouping labels and leveraging their
dependency structure. Our method imposes a partial order graph over the labels to efficiently
search for such informative orders over a combinatorial space, where the nodes are the labels,
and the edges denote the conditional dependence relations. We then generate the training data
with orders over the label set that are sampled by performing topological traversals over the
graph. Labels that are not constrained by dependency relations are augmented in different
positions in each sample, reinforcing the order-invariance. We then create an augmented training
dataset, where each input instance is paired with various valid label sequences sampled from the
dependency graph. Next, we jointly model a set with its cardinality by simply prepending the
set size to the output sequence. This strategy aligns with the current trend of very large language
models which do not lend themselves to architectural modifications but increasingly rely on the
informativeness of the inputs [Yang et al., 2020, Liu et al., 2021b].

Figure 3.1 illustrates the key intuitions behind our method using sample task where given an
input x (say a conversation), the output is a set of emotions (Y). While the original data may
contain various orderings of emotions, we discover that certain orderings are generally more
informative. Consider a case where one of the emotions is joy, which leads to a more general
emotion of pride. After first generating joy, the model can generate pride with certainty (joy leads
to pride in all samples). In contrast, the reverse order (generating pride first) still leaves room
for multiple possible emotions (joy and love). The order [joy, pride] is thus more informative
than [pride, joy]. The cardinality of a set can also be helpful. In our example, joy contains two
sub-emotions, and love contains one. A model that first predicts the number of sub-emotions
can be more precise and avoid over-generation, a significant challenge with language generation
models [Welleck et al., 2020, Fu et al., 2021]. We efficiently sample such informative orders from
the combinatorial space of all possible orders and jointly model cardinality by leveraging the
auto-regressive nature of SEQ2SEQ models.

Our contributions
(i) We show an efficient way to model sequence-to-set prediction as a SEQ2SEQ task by jointly
modeling the cardinality and augmenting the training data with informative sequences using our
novel TSAMPLE data augmentation approach. (§3.3.1, 3.3.2).
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(ii) We theoretically ground our approach: treating the order as a latent variable, we show that our
method serves as a better proposal distribution in a variational inference framework. (§3.3.1)

(iii) With our approach, SEQ2SEQ models of different sizes achieve a ∼20% relative improvement
on four real-world tasks, with no additional annotations or architecture changes. (§3.4).

3.2 Task
We are given a corpusD = {(xt,Yt)}mt=1 where xt is a sequence of tokens and Yt = {y1, y2, . . . , yk}
is a set. For example, in multi-label fine-grained sentiment classification, xt is a paragraph, and
Yt is a set of sentiments expressed by the paragraph. We use yi to denote an output symbol,
[yi, yj, yk] to denote an ordered sequence of symbols and {yi, yj, yk} to denote a set.

3.2.1 Set generation using SEQ2SEQ model
Task Given a corpus {(xt,Yt)}mt=1, the task of conditional set generation is to efficiently estimate
p(Yt | xt). SEQ2SEQ models factorize p(Yt | xt) autoregressively (AR) using the chain rule:

p(Yt | xt) = p(y1, y2, . . . , yk | xt)

= p(y1 | xt)

k∏
j=2

p(yj | xi, y1 . . . yj−1)

where the order Yt = [y1, y2, . . . , yk] factorizes the joint distribution using chain rule. In
theory, any of the k! orders can be used to factorize the same joint distribution. In practice, the
choice of order is important. For instance, Vinyals et al. [2016] show that output order affects
language modeling performance when using LSTM based SEQ2SEQ models for set generation.

Consider an example input-output pair (xt,Yt = {y1, y2}). By chain rule, we have the
following equivalent factorizations of this sequence: p(Yt | xt) = p(y1 | x)p(y2 | x, y1) = p(y2 |
x)p(y1 | x, y2). However, order-invariance is only guaranteed with true conditional probabilities,
whereas the conditional probabilities used to factorize a sequence are estimated by a model from
a corpus. Further, one of the two factorizations might closely approximate the true distribution,
thus being a better choice.

3.3 Method
This section expands on two critical components of our system, TSAMPLE. Section 3.3.1 presents
TSAMPLE, a novel method to create informative orders over sets tractably. Section 3.3.2 presents
our method for jointly modeling cardinality and set output.

3.3.1 TSAMPLE: Adding informative orders for set output
SEQ2SEQ formulation requires the output to be in a sequence. Prior work [Vinyals et al., 2016,
Rezatofighi et al., 2018, Chen et al., 2021e] has noted that listing the output in orders that have
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the highest conditional likelihood given the input is an optimal choice. Unlike these methods, we
sidestep exhaustive searching during training using our proposed approach TSAMPLE.

Our core insight is that knowing the optimal order between pairs of symbols in the output
drastically reduces the possible number of permutations. We thus impose pairwise order con-
straints for a subset of labels. Specifically, given an output set Yt = y1, y2, . . . , yk, if yi, yj are
independent, they can be added in an arbitrary order. Otherwise, an order constraint is added to
the order between yi, yj .

Learning pairwise constraints We estimate the dependence between elements yi, yj using
pointwise mutual information: pmi(yi, yj) = log p(yi, yj)/p(yi)p(yj). Here, pmi(yi, yj) > 0
indicates that the labels yi, yj co-occur more than would be expected under the conditions of
independence [Wettler and Rapp, 1993]. We use pmi(yi, yj) > α to filter our such pairs of
dependent pairs, and perform another check to determine if the order between them should be
fixed. For each dependent pair yi, yj , the order is constrained to be [yi, yj] (yj should come after yi)
if log p(yj | yi)− log p(yi | yj) > β, and [yj, yi] otherwise. Intuitively, log p(yj | yi)− log p(yi |
yj) > β implies that knowledge that a set contains yi, increases the probability of yj being present.
Thus, fixing the order to [yi, yj] will be more efficient for generating a set with {yi, yj}.

Generating samples To systematically create permutations that satisfy these constraints, we
construct a topological graph Gt where each node is a label yi ∈ Yt, and the edges are determined
using the pmi and the conditional probabilities as outlined above (Algorithm 1). The required
permutations can then be generated as topological traversals Gt (Figure 3.2). We begin the
traversal from a different starting node to generate diverse samples. We call this method TSAMPLE.
Our method of generating graphs avoids cycles by design (proof in B.4), and thus topological sort
remains well-defined. We show that TSAMPLE can be interpreted as a proposal distribution in
variational inference framework, which distributes the mass uniformly over informative orders
constrained by the graph.

Do pairwise constraints hold for longer sequences? While TSAMPLE uses pairwise (and not
higher-order) constraints for ordering variables, we note that the pairwise checks remain relevant
with extra variables. First, dependence between pair of variables is retained in joint distributions
involving more variables (yi ̸⊥⊥ yj =⇒ yi ̸⊥⊥ yj,yk) for some yk ∈ Y (Appendix B.1).
Further, if yi, yj ⊥⊥ yk, then it can be shown that p(yi | yj) > p(yj | yi) =⇒ p(yi | yj,yk) >
p(yj | yi,yk) (Appendix B.2). The first property shows that the pairwise dependencies hold
in the presence of other set elements. The second property shows that an informative order
continues to be informative when additional independent symbols are added. Thus, using pairwise
dependencies between the set elements is still effective. Using higher-order dependencies might
be suboptimal for practical reasons: higher-order dependencies (or including xt) might not be
accurately discovered due to sparsity, and thus cause spurious orders.

Finally, we note that if all the labels are independent, then the order is guaranteed not to matter
(Lemma B.3. Thus, our method will only be useful when labels have some degree of dependence.
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Algorithm 1 Generating permutations for Yt

Input: Set Yt, number of permutations n
Parameter: α, β
Output: n topological sorts over Gt(V,E)

1: Let V = Yt, E = ∅.
2: for all yi, yj ∈ Yt do
3: if pmi(yi, yj) > α; lg p(yi | yj)− lg p(yj | yi) > β then
4: E = E ∪ yj → yi
5: end if
6: end for
7: return topo sort(Gt(V,E), n)

Complexity analysis Let Y be the label space, (xt,Yt) be a particular training example, N be
the size of the training set, and c be the maximum number of elements for any set Yt in the input.
Our method requires three steps: i) iterating over training data to learn conditional probabilities
and pmi, and ii) given a Yt, building the graph Gt (Algorithm 1), and iii) doing topological
traversals over Gt to create samples for (xt,Yt).

The time complexity of the first operation is O(Nc2): for each element of the training set,
the pairwise count for each pair yi, yj and unigram count for each yi is calculated. The pairwise
counts can be used for calculating joint probabilities. In principle, we need O(|Y|2) space for
storing the joint probabilities. In practice, only a small fraction of the combinations will appear
|Y|2 in the corpus.

Given a set Yt, the graph Gt is created in O(c2) time. Then, generating k samples from Gt

requires a topological sort, for O(kc) (or O(c) per traversal). For training data of size N , the total
time complexity is O(Nck). The entire process of building the joint counts and creating graphs
and samples takes less than five minutes for all the datasets on an 80-core Intel Xeon Gold 6230
CPU.

Interpreting TSAMPLE as a proposal distribution over orders We show that our method
of augmenting permutations to the training data can be interpreted as an instance of variational
inference with the order as a latent variable, and TSAMPLE as an instance of a richer proposal
distribution.

Let πj be the jth order over Yt (out of |Yt|! possible orders Π), and πj(Yt) be the sequence of
elements in Yt arranged with order πj . Treating π as a latent random variable, the output distribu-
tion can then be recovered by marginalizing over Π: log pθ(Yt | xt) = log

∑
πz∈Π pθ(πz(Yt) | xt),

Π: log pθ(Yt | xt) = log
∑

πz∈Π pθ(Yt, πz | xt) where pθ is the SEQ2SEQ conditional generation
model. While summing over Π is intractable, standard techniques from the variational inference
framework allow us to write a lower bound (ELBO) on the actual likelihood:
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Figure 3.2: Our sampling method TSAMPLE first builds a graph Gt over the set Yt, and then
samples orders from Gt using topological sort (topo sort). The topological sorting rejects
samples that do not follow the conditional probability constraints.

log pθ(Yt | xt) = log
∑
πz∈Π

pθ(πz(Yt) | xt)

≥ Eqϕ(πz)[
log pθ(πz(Yt) | xt)

qϕ(πz)
]︸ ︷︷ ︸

ELBO

= L(θ, ϕ)

In practice, the optimization procedure draws k samples from the proposal distribution
q to optimize a weighted ELBO [Burda et al., 2016, Domke and Sheldon, 2018]. Crucially,
q can be fixed (e.g., to uniform distribution over the orders), and in such cases only θ are
learned (Appendix B.6).

TSAMPLE can thus be seen as a particular proposal distribution that assigns all the support to
the topological ordering over the label dependence graphs. We experiment with sampling from a
uniform distribution over the samples (referred to as RANDOM experiments in our baseline setup).
The idea of using an informative proposal distribution over space of structures to do variational
inference has also been used in the context of grammar induction [Dyer et al., 2016] and graph
generation [Jin et al., 2018, Chen et al., 2021e]. Our formulation is closest in spirit to Chen et al.
[2021e]. However, the set of nodes to be ordered is already given in their graph generation setting.
In contrast, we infer the order and the set elements jointly from the input.

3.3.2 Modeling cardinality

Let m = |Yt| be the cardinality of Yt (or the number of elements in Yt). Our goal is to
jointly estimate m and Yt (i.e., p(m,Yt | xt)). Additionally, the model must use the cardinality
information for generating Yt. We add the order information at the beginning of the sequence
by converting a sample (xt,Yt) to (xt, [|Yt|, π(Yt)]), and then train our SEQ2SEQ model as
usual from x→ [|Yt|, π(Yt)]. As SEQ2SEQ models use autoregressive factorization, listing the
order information first ensures that the sequence factorizes as p([|Yt|, π(Yt)] | xt) = p(|Yt| |
xt)p(π(Yt) | |Yt|,xt). Thus, the generation of Yt is conditioned on the input and the cardinality
(note the p(π(Yt) | |Yt|,xt) term).
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Why should cardinality help? Unlike models like deep sets [Zhang et al., 2019b], SEQ2SEQ

models are not restricted by the number of elements generated. However, adding cardinality
information has two potential benefits: i) it can help avoid over-generation [Welleck et al.,
2020, Fu et al., 2021], and ii) unlike free-form text output, the distribution of the set output
size (p(|Yt| | xt)) might benefit the model to adhere to the set size constraint.

3.4 Experiments
TSAMPLE comprises: i) TSAMPLE, a way to generate informative orders to convert sets to
sequences, and ii) CARD: jointly modeling cardinality and the set output. This section answers
two questions:
RQ1: How well does TSAMPLE improve existing models? Specifically, how well TSAMPLE

can take an existing SEQ2SEQ model and improve it just using our data augmentation and joint
cardinality prediction, without making any changes to the model architecture. We also measure
if these performance improvements carry across diverse datasets, model classes, and inference
settings.

RQ2: Why does our approach improve performance? We study the contributions of TSAMPLE

and joint cardinality prediction (CARD), and analyze where TSAMPLE works or fails.

3.4.1 Setup
Tasks We consider multi-label classification and keyphrase generation. These tasks represent set
generation problems where the label space spans a set of fixed categories (multi-label classification)
or free-form phrases (keyphrase generation).
1. Multi-label classification task: We have three datasets of varying sizes and label space:
• Go-Emotions classification (GO-EMO, Demszky et al. [2020]): generate a set of emotions for

a paragraph.
• Open Entity Typing (OPENENT, Choi et al. [2018]): assigning open types (free-form phrases)

to the tagged entities in the input text.
• Reuters-21578 (REUTERS, Lewis [1997]): labeling news article with the set of mentioned

economic subjects.
2. Keyphrase generation (KEYGEN): We experiment with a popular keyphrase generation
dataset, KP20K [Meng et al., 2017] which involves generating keyphrases for a scientific paper
abstract.

Table 3.1 lists the dataset statistics and examples from each dataset are shown in Appendix B.4.
We treat all the problems as open-ended generation, and do not use any specialized pre-processing.
For all the datasets, we filter out samples with a single label. For each training sample, we create
n permutations using TSAMPLE.

Baselines We compare with two baselines:
i) MULTI-LABEL: As a non-SEQ2SEQ baseline, we train a multi-label classifier that makes
independent predictions of the output labels. Encoder-only and encoder-decoder approaches can be
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Task
Avg/min/max

labels per sample
Unique
labels

Train/test/dev
samples per split

GO-EMO 3.03/3/5 28 0.6k/0.1k/0.1k
OPENENT 5.4/2/18 2519 2k/2k/2k
REUTERS 2.52/2/11 90 0.9k/0.4k/0.3k
KEYGEN 3.87/3/79 274k 156k/2k/2k

Table 3.1: Datasets used in our experiments.

adapted for MULTI-LABEL, and we experiment with BART (encoder-decoder) and BERT (encoder-
only). This baseline represents a standard method for doing multi-label classification (e.g.,
Demszky et al. [2020]). During inference, top-k logits are returned as the predicted set. We search
over k = [1, 3, 5, 10, 50] and use k that performs the best on the dev set. Table 16 in Appendix B.5
shows precision, recall, and F scores at each-k.
ii) SET SEARCH: each training sample (x, {y1, y2, . . . , yk}) is converted into k training examples
{(x, yi)}ki=1. We fine-tune BART-base to generate one training sample for input x. During
inference, we run beam-search with the maximum set size in the training data (Table 3.1). The
unique elements generated by beam search are returned as the set output, a popular approach for
one-to-many generation tasks [Hwang et al., 2021].

TSAMPLE can apply to any SEQ2SEQ model. We show results with models of various
capacity:
iii) BART-base [Lewis et al., 2020a] (110M),
iv) T5 [Raffel et al., 2020b] (11B), and
v) GPT-3 [Brown et al., 2020b] (175B).

Training We augment n = 2 permutations to the original data using TSAMPLE. For all the
results, we use three epochs and the same number of training samples (i.e., input data for the
baselines is oversampled). This controls for models trained with augmented data improving
only because of factors such as longer training time. All the experiments were repeated for
three different random seeds, and we report the averages. We found from our experiments1 that
hyperparameter tuning over α, β did not affect the results in any significant way. For all the
experiments reported, we use α = 1 and β = log2(3). We use a single GeForce RTX 2080 Ti for
all our experiments on bart, and a single TPU for all experiments done with T5-11B. For GPT-3,
we use the OpenAI completion engine (davinci) API [OpenAI, 2021]. Additional hyperparameter
details in Appendix B.3. We use greedy sampling for all experiments.

3.4.2 TSAMPLE improves existing models

Our method helps across a wide range of models (BART, T5, and GPT-3) and tasks.

1We conduct a one-tailed proportion of samples test [Johnson et al., 2000] to compare with the strongest baseline,
and underscore all results that are significant with p < 0.0005. For Algorithm 1, we try α = {0.5, 1, 1.5} and
β = {log2(2), log2(3), log2(4)}, and use networkx implementation of topological sort [Hagberg et al., 2008a].
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GO-EMO OPENENT REUTERS

SET SEARCH (BART) 7.4 26.3 7.5
MULTI-LABEL (BART) 25.6 16.4 25.2
MULTI-LABEL (BERT) 25.7 16.2 25.5

BART 23.4 44.6 15.6
BART + TSAMPLE 30.0 53.5 26.7

T5 47.8 53.6 45.3
T5 + TSAMPLE 50.9 57.0 48.5

Table 3.2: TSAMPLE improves SEQ2SEQ models by∼20% relative F1- points, on three multilabel
classification datasets. BART and T5 are trained on the original datasets with a random order and
no cardinality. “+ TSAMPLE” indicates augmented train data using TSAMPLE and cardinality is
prepended to the output sequence.

Multi-label classification

Table 3.2 shows improvements across all datasets and models for the multi-label classification
task (∼20% relative gains). For brevity, we list macro F score, and include detailed results
including macro/micro precision, recall, F scores in Table 12 (Appendix B.5). We attribute the
comparatively lower performance of SET SEARCH baseline to two specific reasons - repeated
generation of the same set of terms (e.g., person, business for OPENENT) and generating elements
not present in the test set (see Section ?? for a detailed error analysis). We see similar trends with
GPT-3 (3.4.2).

Keyphrase generation

To further motivate the utility of SEQ2SEQ models for set generation tasks, we experiment on
KP-20k, which is an extreme multi-label classification dataset [Meng et al., 2017] with label
space spanning over 257k unique keyphrases. Due to the large label space, training multi-class
classification baselines is not computationally viable. In this dataset, the input text is an abstract
from a scientific paper. We use the splits used by Ye et al. [2021]. For a fair comparison with
Ye et al. [2021], we use BART-base for this experiment. Table 3.3 shows the results. Similar to
datasets with smaller label space, our method improves on vanilla SEQ2SEQ.

We want to emphasize that while specialized models for individual tasks might be possible, we
aim to propose a general approach that shows that sampling informative orders can help efficient
and general set-generation modeling.

Ye et al. [2021] BART BART + TSAMPLE

5.8 5.3 6.5
39.2 36.3 39.1

Table 3.3: TSAMPLE improves off-the-shelf BART-base for keyphrase generation task
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Few-shot prompting with GPT-3

We fine-tune the generation models using augmented data for both BART and T5. However, fine-
tuning models at the scale of GPT-3 is prohibitively expensive. Thus such models are typically
used in a few-shot prompting setup.2 Our approach is the only feasible candidate for such settings,
as it does not involve changing the model or additional post-processing. We apply our approach
for tuning prompts for generating sets in few-shot settings. We focus on GO-EMO and OPENENT

tasks, as the relatively short input examples allow cost-effective experiments. We randomly
create a prompt with M = 24 examples from the training set and run inference over the test
set for each. For each example in the prompt, we order the set of emotions using our ordering
approach TSAMPLE and compare the results with random orderings. Using TSAMPLE to arrange
the labels outperforms random ordering for both OPENENT (macro F 34 vs. 39.5 with ours, 15%
statistically significant relative improvement), and GO-EMO (macro F 16.5 vs. 14.5, 14% relative
improvement). This suggests that ordering helps performance in resource-constrained settings
e.g., few-shot prompting.

Figure 3.3: Label dependency discovered by TSAMPLE for OPENENT: specific entities (e.g.,
volleyball) precede generic ones (event). Appendix B.2 has more examples

3.4.3 Why does TSAMPLE improve performance?

As mentioned in Section 7.2, our method of generating sets with SEQ2SEQ models consists of
two components: i) a strategy for sampling informative orders over label space (TSAMPLE),
and ii) jointly generating cardinality of the output (CARD). This section studies the individual
contributions of these components in order to answer RQ2.

2In a few-shot prompting setup, M (∼10-100) input-output examples are selected as a prompt p. A new input x is
appended to the prompt p, and p∥x is the input to GPT3.
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Figure 3.4: TSAMPLE (T) consistently outperforms RANDOM (U) as the number of permuta-
tions (n) is increased.

Ablation study

We ablate the two critical components of our system: cardinality (TSAMPLE- CARD) and or-
der (TSAMPLE- TSAMPLE) and investigate the performance for each of these settings using BART

for multi-label classification. Table 3.4 presents the results. Both the components individually
help, but a larger drop is seen by removing cardinality. We also train using RANDOM orders,
instead of TSAMPLE. RANDOM does not improve over SEQ2SEQ consistently (both with and
without CARD), showing that merely augmenting with random permutations does not help.

GO-EMO OPENENT REUTERS

TSAMPLE 30.0 53.5 26.7
TSAMPLE- CARD 23.3 (-22%) 48.0 (-10%) 15.8 (-40%)
TSAMPLE- TSAMPLE 26.8 (-11%) 50.5 (-6%) 24.3 (-9%)
RANDOM 27.5 (-8%) 50.4 (-6%) 24.7 (-7%)

Table 3.4: Ablations: modeling cardinality (CARD) and sampling informative orders (TSAMPLE)
both help, with larger gains from CARD. RANDOM ordering hurts.

Role of order

Nature of permutations created by TSAMPLE TSAMPLE encourages highly co-occurring pairs
(yi, yj) to be in the order yi, yj if p(yj | yi) > p(yi | yj). In our analysis, this dependency in the
datasets shows that the orders exhibit a pattern where specific labels appear before the generic
ones. E.g., in entity typing, the more generic entity event is generated after the more specific
entities home game and match (see Figure ??).
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Increasing # permutations (n) helps: Fig. 3.4 shows that TSAMPLE and RANDOM improve as
n is increased from n = 2 to 10; TSAMPLE outperforms RANDOM across n.

Reversing the order hurts performance In order to check our hypothesis of whether only
informative orders helping with set generation, we invert the label dependencies returned by
TSAMPLE for all the datasets and train with the same model settings. Across all datasets, we
observe that reversing the order leads to an average of 12% drop in F1- score. The reversed order
not only closes the gap between TSAMPLE and RANDOM, but in many instances, the performance
is slightly worse than RANDOM.

Role of cardinality

Cardinality is successfully predicted and used Table 3.4 shows that cardinality is crucial to
modeling set output. To study whether the models learn to condition on predicted cardinality, we
compute an agreement score - defined as the % of times the predicted cardinality matches the
number of elements generated by the model. The model effectively predicts the cardinality almost
exactly in GO-EMO and REUTERS datasets (avg. 95%). While the exact match agreement is low
in OPENENT (35%), the model is within an error of ±1 in 93% of the cases. These results show
that cardinality predicts the end of sequence (EOS) token. The accuracy for predicting the exact
cardinality is 61% across datasets, and it increases to 76% within an error of 1 SD.

Information about cardinality improves multi-label classification MULTI-LABEL baseline
uses different values of k for predicting labels. To test if knowledge of cardinality improves
multi-class classification, we experiment with a setting where the true cardinality is available at
inference (i.e., k is set to the true value of cardinality). Table 3.5 shows that cardinality improves
performance.

GO-EMO OPENENT REUTERS

MULTI-LABEL 22.4 14.3 21.7
MULTI-LABEL-K* 21.3(-4.9%) 17.8(+24.5%) 25.6(+18%)

Table 3.5: Cardinality improves multi-label classification.

Error analysis

We manually compare the outputs generated by the vanilla BART model with BART + TSAMPLE.
For the open-entity typing dataset, we randomly sample 100 examples and find that vanilla
SEQ2SEQ approach generates sets with an ill-formed element 22% of the time, whereas TSAMPLE

completely avoids this. Examples of such ill-formed elements include personformer, businessirm,
polit, foundationirm, politplomat, eventlete. This analysis indicates that training the model with
an informative order infuses more information about the underlying type-hierarchy, avoiding the
ill-formed elements.
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3.5 Conclusion
We present a novel method for performing conditional set generation using SEQ2SEQ models that
leverages both incorporating informative orders and adding cardinality information. Experiments
in simulated settings and real-world datasets show that our method is more effective than strong
baselines at set generation. TSAMPLE is a computationally efficient and general-purpose plug-in
data augmentation algorithm that improves SEQ2SEQ models for set generation in a wide array of
settings.
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Figure 4.1: An example of a program that solves the problem of “compute the sum of the numbers
from 1 to N”. The program in Figure 4.1(a) runs in Θ(N), whereas the program in Figure 4.1(b)
runs in constant time complexity.

Chapter 4

Learning to Generate Performance
Enhancing Code Edits

4.1 Introduction

Despite the impressive progress of optimizing compilers and other tools for performance engi-
neering [Aho et al., 2007], programmers are still largely responsible for high-level performance
considerations such as algorithms and API choices. Recent work has demonstrated the promise
of deep learning for automating performance optimization [Garg et al., 2022, Mankowitz et al.,
2023]. However, these techniques are either narrow or difficult to build on due to the lack of open
datasets and lack of reliable performance measurement techniques, which has stymied research in
this direction. Recently, pre-trained large language models (LLMs) have demonstrated impressive
performance at a wide range of programming tasks [Chen et al., 2021c, Fried et al., 2022b, Xu
et al., 2022b, Nijkamp et al., 2022b]. Yet, the effectiveness of large, pre-trained LLMs for program
optimization remains an open research question. We study whether such LLMs can be adapted for
performance optimization. To this end, we introduce a novel benchmark for performance opti-
mization that addresses the key challenge of replicable performance measurement, and perform
an extensive evaluation of a wide range of adaptation techniques based on it.

First, we construct a dataset of Performance-Improving Edits (GPT-2). We collect C++
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programs written to solve competitive programming problems, where we track a single program-
mer’s submissions as they evolve over time, filtering for sequences of edits that correspond to
performance improvements.

Next, a major challenge is the significant variability of measuring performance on real
hardware due to server workload and configuration issues. Indeed, we find that benchmarking on
real hardware can lead to large, phantom performance “improvements” due only to random chance.
To address this challenge, we evaluate performance using the gem5 CPU simulator [Binkert et al.,
2011], the gold standard CPU simulator in academia and industry, and models state-of-the-art
general-purpose processors. This evaluation strategy is entirely deterministic, ensuring both
reliability and reproducibility.

Based on this benchmark, we evaluate a variety of techniques for adapting pre-trained code
LLMs for performance optimization. First, we consider baseline prompting approaches, including
techniques such as chain-of-thought [Wei et al., 2022d] (CoT). We find that LLMs are limited
in the challenging task of code optimization. Without data-driven methods that leverage GPT-2,
our strongest baseline COT only warrants a 1.6× average speedup over 8 submissions vs. the
3.65× human reference. Next we consider a retrieval-based prompting approach where retrieval
is used to select examples most similar to the current one [Liu et al., 2021a, Poesia et al., 2021].
Lastly, we consider several finetuning strategies: these include using synthetic data generated
via self-play [Haluptzok et al., 2022], where synthetic training examples are generated by an
LLM without the need for direct human examples, as well as performance-conditioned generation,
where we condition generation on the performance of the generated program.

We find that data-driven methods using GPT-2, like retrieval-based few-shot prompting and
fine-tuning, are highly effective at achieving strong optimization abilities in LLMs. When allow-
ing a model to take 8 samples and filtering for correctness and execution time, our fine-tuned
performance-conditioned version of CODELLAMA 13B can achieve an average speedup of 5.65×
on our test set, and a fine-tuned version of GPT-3.5 augmented with synthetic data via self-play
achieves an average speedup of 6.86×, the average human sampled in our test set achieved an
average speedup of 3.65×. Aggregating over all human submissions in the test set, these models
achieve respective speedups of 9.11× and 9.15× surpassing the best human submission over all
available submissions across all programmers we benchmarked.

4.1.1 Motivating Example
The example in Figure 4.1 demonstrates the potential of large language models for program
optimization. The program in Figure 4.1(a) is a naı̈ve implementation of a program that prints
the “sum of the numbers from 1 to N”, which runs in Θ(N) – it performs N iterations. However,
this problem has a closed-form solution using an arithmetic expression that runs in constant
time. When we provided CODEX with the example in Figure 4.1(a) along with a comment:
// Optimize the above program. we received the program in Figure 4.1(b) as an output. When run
with an input of 100,000, the program in Figure 4.1(b) runs over 100x faster than the program
in Figure 4.1(a) when compiled with GCC’s -O3 optimization level. Without prior knowledge
of the formula, it may be non-trivial for an optimizer to propose or even prove the equivalence
between the two programs. In contrast, LLMs that were trained on vast amounts of code may
have implicitly learned to write efficient code. In this work, we explore the potential of large
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language models to improve programs in a similar fashion beyond such contrived examples. We
also investigate how to improve the optimization ability of these large language models.

4.2 Performance Improving Edits (PIE) Dataset
We construct a dataset targeted at adapting code LLMs to performance optimization, focusing on
optimizing program execution time. Our dataset is constructed based on performance-improving
edits (PIE) made by human programmers in a range of competitive programming tasks from
CodeNet [Puri et al., 2021a]. We exclusively focus on C++ programs since it is a performance-
oriented language compatible with the gem5 simulator. Given a problem, programmers typically
write an initial solution and iteratively improve it. Let Yu = [yu1 , y

u
2 , ...] be a chronologically

sorted series of programs, written by user u for problem x. From Yu, we remove programs
that were not accepted by the automated system, eliminating incorrect programs (fail one or
more unit tests) or take more than the allowed time to run, resulting in a trajectory of programs
Y∗ = [y∗1, y

∗
2, . . . , y

∗
n].

For each trajectory Y∗, we construct pairs P = (y1, y2), (y1, y3), (y2, y3) . . ., and keep only
pairs for which (time(yi)−time(y>i))

time(yi)
> 10% where time (y) is the measured latency of program

y (i.e., the relative time improvement is more than 10%). The CodeNet dataset includes CPU
time, but we found the information to be inconsistent (see Appendix D.8). Thus, we relabel the
execution time using gem5 as described below; to create these annotated runtimes, we performed
over 42.8 million simulations in our gem5 environment.

We split the resulting dataset of pairs P into train/validation/test sets, ensuring that any
particular competitive programming problem only appears in one of them. We obtain a training set
of 77,967 pairs from 1,474 problems, a validation set of 2,544 pairs from 77 problems, and a test
set of 978 pairs from 41 problems. For each pair in the test set, we also record the fastest human
submission execution time for that problem; in ??, we include this running time as a comparison
point.

Test cases. Our goal is to improve performance while ensuring correctness. We evaluate
correctness through unit tests; we reject the program if a single test fails. CodeNet includes an
average of 4 test cases per problem. To improve coverage, we include additional test cases from
AlphaCode [Li et al., 2021b] generated with a fine-tuned LLM. A small set of test cases would
lead to substantial timeouts above 2 minutes in gem5; after excluding them, we obtain a median
of 82.5 test cases per problem in our training set, 75 test cases per problem in our validation set,
and 104 test cases per problem for our test set. See Appendix D.4 for additional details.

Performance measurement using gem5. Benchmarking program performance is notoriously
difficult. For instance, code instrumentation introduces overhead, and there is substantial variance
across executions due to numerous factors, including server load and idiosyncrasies introduced
by the operating system. If benchmarking is not performed carefully, it is easy to mistakenly
over-report program optimization results. With enough samples and variance, benchmarking the
same exact program can easily lead us to report significant optimizations.

To illustrate the challenges, consider HYPERFINE Peter [2023], a Rust library designed to
precisely benchmark binaries. We benchmarked 500 programs “pairs” where the “slow” and “fast”
programs are identical. Ideally, we should have source time

target time = 1 (i.e., the two programs have identical
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performance). However, we observed a mean speedup of 1.12×, with a standard deviation of 0.36,
and the top 5% of pairs exhibited a speedup of 1.91×. These results underscore the significant
challenges in performance measurement.

To address this challenge, we measure program performance using the gem5 [Binkert et al.,
2011] full system detailed microarchitectural simulator of state-of-the-art processors. Executing
deterministic programs in gem5 provides fully deterministic performance results, enabling re-
liable isolation of the impact of performance-improving edits and reproducibility. We use the
Verbatim configuration of the Intel Skylake architecture from gem5.1. An advantage of this
approach is that our framework can be applied to other platforms like ARM or RISC-V without
having access to hardware for those platforms.

4.3 Learning to Improve Code Performance

4.3.1 Few-Shot Prompting

Instruction-prompting. We use prompts instructing the LLM to improve the performance of the
given program, an approach commonly referred to as instruction prompting [Mishra et al., 2021,
Gupta et al., 2022, Longpre et al., 2023]; details on the prompt are in Figure 24 in Appendix D.10.

Few-shot prompting. Next, we use few-shot prompting [Brown et al., 2020a]. In particular,
we create a prompt with the format “slow1→ fast1 —— slow2→ fast2 —— . . . ”. A slow test set
program is appended to this prompt during inference and supplied to the model. We create the
prompts by randomly sampling two (fast, slow) pairs from the training set. Examples of prompts
are shown in Figure 25 in Appendix D.10.

Chain-of-thought prompting. Inspired by Chain-of-Thought (COT) prompting [Wei et al.,
2022d], we also designed prompts that ask the LLM to think about how to optimize the program
before actually producing the optimized program. This strategy is used in conjunction with
few-shot prompting. Examples of prompts are shown in Figure 26 in Appendix D.10.

Dynamic retrieval-based few-shot prompting. Recent work has demonstrated that retrieval-
based mechanisms can improve language models for various tasks requiring factual or procedural
knowledge [Liu et al., 2021a, Poesia et al., 2021, Odena and Sutton, 2020, Madaan et al., 2022a,
Shrivastava et al., 2023]. Program optimization is a non-trivial task requiring knowledge of
algorithms, data structures, and programming grounded in performance; thus, retrieving highly
relevant examples may improve an LLM’s optimization ability. For example, a solution optimized
for a knapsack problem in dynamic programming could inform strategies for the coin change
problem. Through dynamic retrieval-based prompts, we aim to match tasks with analogous
structures or challenges, allowing models to better harness the patterns in PIE. We use the
CodeBertScore models trained for C++ [Zhou et al., 2023b] to embed both the program to be
optimized and the programs in PIE. We use FAISS [Johnson et al., 2019a] to retrieve K closest
programs from the training set; and to construct a “slow1→ fast1 —— ...” style prompt on the fly.
Examples of prompts are shown in Figure 27 in Appendix D.10.

1https://github.com/darchr/gem5-skylake-config
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4.3.2 Finetuning

We also consider fine-tuning to improve pretrained code LLMs using our PIE dataset. In addition
to standard fine-tuning on the entire dataset, we describe additional strategies we used.
Dataset imbalance. While we have tens of thousands of slow-fast pairs in the PIE training
dataset, these submissions target just 1,474 problems, which may limit the learned model’s ability
to generalize to new programs. Furthermore, submissions are not uniformly distributed across
problems. To address this imbalance, we additionally introduce a subset of 4,085 “high-quality”
slow-fast pairs—in particular, we take examples with the highest speedup and disallow more than
4 submissions per problem, for an average of 2.77 submissions per problem. Given the high costs
of training models through the OpenAI API, we also use this dataset as a base for fine-tuning
experiments with GPT-3.

This is a slow program we want
to optimize to score
{score_tag}/10.

↪→

↪→

### Program:
{src_code}

### Optimized Version with score
{score_tag}/10:↪→

This is a slow program we want
to optimize to score 10/10.↪→

### Program:
{src_code}

Figure 4.2: Training (left) and inference (right) prompts for Goal-Conditioned optimization with
GPT-2.

Performance-conditioned generation. Programs can typically be written in many ways with
different performance profiles. Consequently, when training a model to predict performance-
improving edits with a large dataset like PIE, it is trained on a mix of large and small improvements,
without any information on which improvements are more desirable than others. Inspired by
recent prompting strategies [Zhang et al., 2023] and offline-rl [Chen et al., 2021a], we introduce
performance tags during training by associating each “fast” program with a tag indicating the
optimal achievable performance across all solutions in the dataset. Specifically, the tag indicates
how close that program is to peak performance on a binned-scale {1, 2, . . . , 10}. We instantiate our
tags by categorizing the top 10% of optimized solutions in the dataset for a given task as “10/10”,
the next 10% as “9/10”, and so on. These tags enable the model to discern the relationship between
specific problem attributes and their corresponding high-performance solutions (Figure 4.2, left).
During inference, we prompt the model with a test input and a maximal score tag “10/10”,
directing it to generate the most optimal solution (Figure 4.2, right).

Synthetic data. Given the high cost of obtaining human-written programs, we also augment
our dataset with synthetic examples through a multi-stage process. First, we prompt OpenAI’s
GPT-3 with examples from the PIE dataset, instructing it to produce new programs that produce
different outputs given the same inputs. After filtering out programs producing outputs identical
to those in PIE and tracking semantic duplicates among those generated, we obtain 3,314 unique
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Table 4.1: Baselines: Results for baseline prompting strategies and models for Best@1 and
Best@8.

Best@1 Best@8
Method Model %Opt Speedup %Correct %Opt Speedup %Correct

Instruction-Only CODELLAMA 7B 0.92% 1.01× 23.52% 5.21% 1.06× 68.30%
Instruction-Only CODELLAMA 13B 0.41% 1.00× 10.02% 2.45% 1.03× 40.49%
Instruction-Only CODELLAMA 34B 2.86% 1.05× 44.27% 18.92% 1.26× 84.97%
Instruction-Only GPT-3.5 16.26% 1.20× 80.67% 39.16% 1.54× 98.77%
Instruction-Only GPT-4 8.49% 1.15× 93.25% 21.17% 1.31× 98.77%

Few-Shot CODELLAMA 7B 2.15% 1.02× 43.46% 9.51% 1.15× 85.07%
Few-Shot CODELLAMA 13B 2.25% 1.02× 40.29% 13.70% 1.21× 83.03%
Few-Shot CODELLAMA 34B 2.66% 1.02× 43.97% 13.70% 1.16× 82.62%
Few-Shot GPT-3.5 11.45% 1.13× 80.98% 29.04% 1.38× 95.91%
Few-Shot GPT-4 18.92% 1.25× 82.82% 36.40% 1.44× 98.98%

COT CODELLAMA 7B 0.82% 1.01× 27.40% 7.46% 1.13× 73.31%
COT CODELLAMA 13B 2.25% 1.04× 32.92% 11.15% 1.20× 79.24%
COT CODELLAMA 34B 3.99% 1.08× 30.27% 19.63% 1.30× 78.73%
COT GPT-3.5 21.37% 1.25× 65.95% 43.05% 1.60× 91.72%
COT GPT-4 26.99% 1.32× 63.09% 42.74% 1.58× 84.87%

synthetic programs and many thousand more duplicates. Next, we generate an optimized version
for each synthetic ”slow” program using a GPT-3 model that has been fine-tuned on the original
PIE dataset. Finally, we retain pairs where the optimized program is at least 5× faster and limit
semantic duplicates to three, resulting in 1,485 optimized synthetic examples. This methodol-
ogy aligns with self-play and self-instruct approachs in neural program synthesis [Haluptzok
et al., 2022, Roziere et al., 2023]. We provide additional details on the generation process in
Appendix D.5.

4.3.3 Results for Few-Shot Prompting
Baseline few-shot prompting. ?? (top) shows results on standard few-shot prompting tech-
niques (Section 4.3.1, prompts are shown in appendix D.10). We find that generic few-shot
prompts often yield similar results compared to simple instruction-prompting. For instance, when
prompted with instructions alone, both GPT-3.5 and CODELLAMA 34B demonstrated superior
%OPT and SPEEDUP metrics. This observation aligns with the findings of Zhao et al. [2021],
which highlighted that few-shot examples can sometimes bias the model and lead to an incorrect
understanding of the task. In the context of our study, the consistent use of the same fixed prompt
might constrain the model to only apply optimization techniques present in the prompt, thereby
resulting in sub-optimal performance. Finally, in line with the findings of Wei et al. [2022a] that
identified COT prompting as an emergent capability, we observe improvements with this approach
over both instruction-tuned and fixed prompt setups, but notably only for the larger CODELLAMA

(13B and 34B) and GPT-3.5 models. For CoT prompting; we note that GPT-4 outperforms GPT-3
Best@1 and under-performs GPT-3 Best@8: this may demonstrate a lack of output diversity from
GPT-4 despite using the same sampling hyper-parameters.
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Retrieval-based few-shot prompting. ?? (bottom) shows results using our dynamic retrieval-
based few-shot prompting strategy, with the optimal setting at K = 2 retrieved prompts. Extended
results for K ∈ {1, 2, 4} are detailed in Appendix D.6. The results show that dynamic few-shot
prompting outperforms all the baseline variants, showing that GPT-2 effectively adapts LLMs for
program optimization in few-shot settings. We note that increased speedup may, however, come
with some cost of correctness.

Table 4.2: Dynamic retrieval-based few-shot prompting: Results for dynamic retrieval-
based few-shot prompting across models for Best@1 and Best@8.

Best@1 Best@8

Method Model %Opt Speedup %Correct %Opt Speedup %Correct

Dynamic Retrieval, K=2 CODELLAMA 7B 4.40% 1.13× 20.55% 16.87% 1.51× 55.32%
Dynamic Retrieval, K=2 CODELLAMA 13B 9.10% 1.35× 28.73% 28.02% 1.97× 64.72%
Dynamic Retrieval, K=2 CODELLAMA 34B 10.22% 1.27× 25.87% 34.25% 2.28× 63.19%

Dynamic Retrieval, K=2 GPT-3 26.18% 1.58× 80.37% 48.06% 2.14× 97.85%
Dynamic Retrieval, K=2 GPT-4 50.00% 2.61× 80.57% 74.74% 3.95× 97.85%

4.3.4 Results for Finetuning

Fine-tuning with GPT-2 substantially improves all models. We fine-tune CODELLAMA and
GPT-3 models on our GPT-2 dataset. Due to the cost of fine-tuning and sampling models through
the OpenAI API, we were only able to train GPT-3 on the smaller, high-quality dataset (HQ)
in Section 4.3.2. The top of ?? shows results for traditional fine-tuning on all models. We see
substantially stronger results when fine-tuning on the smaller, high-quality dataset. These results
reflect the observation that to adapt LLMs, a small set of high-quality examples can elicit strong
performance [Zhou et al., 2023a, Chen et al., 2023].

Performance-conditioned training outperforms fine-tuning. ?? shows results for performance-
conditioned (PERF-COND) generation (Section 4.3.2). Both fine-tuned CODELLAMA models (7B
and 13B) show significant improvements in %OPT and SPEEDUP. These gains highlight how the
performance improvement information (Figure 4.2) can enable models to distinguish optimal and
sub-optimal solutions, leading to more effective optimizations.

Synthetic data from self-play marginally improves generalization. Next, we fine-tuned
both CODELLAMA and GPT-3 using our GPT-2 dataset augmented with our synthetic examples.
We show results at the bottom of ??. For CODELLAMA and GPT-3, compared to using no synthetic
data, the additional data improves both %OPT and often SPEEDUP, particularly with BEST@1. We
believe the small set of synthetic examples helped generalize the fine-tuned model, as evidenced by
the higher %OPT. 2 We note that the difference saturates with more samples (See Appendix D.2
for details).

2For GPT-3, to be sure the increases came from the type of data and not the quantity of data, we performed an
ablation by fine-tuning on the top 5,793 examples from GPT-2 with a maximum of 8 duplicates (instead of the 5,570
pairs that included synthetic programs), and we saw BEST@1 performance degrade %OPT to 36.66% and SPEEDUP
to 2.67×, and BEST@8 performance degrade %OPT to 83.63% and SPEEDUP to 6.03×.
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Table 4.3: Fine-Tuning: Results for various models and dataset configurations.

Best@1 Best@8

Dataset Model %Opt Speedup %Correct %Opt Speedup %Correct

All CODELLAMA 7B 9.20% 1.31× 55.21% 35.58% 2.21× 74.03%
All CODELLAMA 13B 12.78% 1.52× 55.42% 43.76% 2.71× 75.46%

HQ CODELLAMA 7B 10.33% 1.40× 76.38% 45.30% 3.14× 87.63%
HQ CODELLAMA 13B 11.55% 1.43× 70.55% 47.75% 3.43× 85.07%
HQ GPT-3 38.55% 2.70× 59.10% 86.71% 6.74× 95.40%

All w/Perf-Cond CODELLAMA 7B 25.15% 2.45× 34.76% 56.95% 4.86× 63.91%
All w/Perf-Cond CODELLAMA 13B 32.00% 2.95× 38.55% 66.56% 5.65× 70.96%

HQ + Self-Play CODELLAMA 7B 15.34% 1.59× 75.77% 46.22% 3.32× 87.42%
HQ + Self-Play CODELLAMA 13B 14.31% 1.61× 76.28% 49.69% 3.51× 86.20%
HQ + Self-Play GPT-3 45.50% 3.02× 61.55% 87.63% 6.86× 95.09%

4.3.5 Discussion and Key Takeaways

CODELLAMA vs. GPT-3-175B. Our results demonstrate that openly available models such as
CODELLAMA can be competitive with GPT-3. For prompting, CODELLAMA 34B with dynamic
retrieval (34.25% %OPT, 2.28× SPEEDUP for BEST@8) roughly matched the performance of
GPT-3 with dynamic retrieval (48.06% %OPT, 2.14× SPEEDUP for BEST@8). With fine-tuning,
CODELLAMA 13B with performance-conditioned generation (66.56% %OPT, 5.65× SPEEDUP

for BEST@8) approached the performance of GPT-3 with synthetic data (87.63% %OPT, 6.86×
SPEEDUP for BEST@8); indeed, we may expect that fine-tuning CODELLAMA 34B using the same
strategy would further bridge this gap. These results demonstrate that with the right adaptation
strategies, open models can be competitive with private ones.

Prompting vs. fine-tuning. Our results demonstrate that while prompting can be an effective
way to adapt models (with retrieval), fine-tuning significantly outperforms prompting for models
of the same size.

Effectiveness of retrieval-based few-shot learning. Our results show that dynamic retrieval
provides enormous gains over all other prompting approaches; for instance, it improved the
performance of CODELLAMA 34B from 19.63 %OPT, 1.30× SPEEDUP to 34.25% %OPT, 2.28×
SPEEDUP for BEST@8.

Effectiveness of performance-conditioned generation. We find that performance-conditioned
generation is incredibly effective for achieving good performance; in particular, it improved the
performance of CODELLAMA 13B from 47.75% %OPT, 3.43× SPEEDUP to 66.56% %OPT,
5.65× SPEEDUP for BEST@8.

Ineffectiveness of LoRA. We also experimented with low-rank adaptors (LoRA) [Hu et al.,
2021], but they performed significantly worse than end-to-end; see Appendix D.9 for results.
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4.3.6 Analysis of Generated Code Edits
Next, we study the kinds of edits LLMs make that lead to our performance gains, focusing on our
best-performing model, GPT-3 fine-tuned with synthetic data. We manually analyze a randomly
sampled set of 120 (source, optimized) program pairs to understand the algorithmic and structural
changes responsible for the performance gains. We find that the transformations can be broadly
categorized into four kinds: Algorithmic changes, Input/Output operations (IO), Data Structure
modifications, and Miscellaneous adjustments. Algorithmic changes (complex modifications, such
as changing recursive methods to dynamic programming, and unexpected ones, such as omitting
Binary Indexed Trees for simpler constructs) are most common, comprising ˜34.15% of changes;
Input/Output operations (e.g., changing ‘cin/cout‘ to ‘scanf/printf‘, efficiently reading strings)
comprised ˜26.02%; Data Structures (e.g., switching from vectors to arrays) comprised ˜21.14%,
and Miscellaneous (e.g., code cleanups and constant optimizations) comprised ˜18.70%. Please
see Appendix D for details and Appendix D.1 for examples of optimizations made by our model.

4.4 Appendix
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Part II

Structure-Assisted Modeling
In the previous chapter, we explored techniques for infusing structure into data before fine-

tuning, taking advantage of inherent structure and domain knowledge to improve model perfor-
mance. However, there are cases where these techniques may not be sufficient, particularly when
we want the model to exhibit specific behaviors or leverage complex structures present in the data.
In such scenarios, it is beneficial to employ specialized models or setups that can directly integrate
these structures.

In this chapter, we discuss two such cases where specialized models and setups play a crucial
role in effectively incorporating structure and domain knowledge:

1. A tag and generate pipeline for politeness and style transfer, which utilizes stylistic attributes
to improve content preservation and style transfer accuracy while preserving the meaning
of sentences.

2. A hierarchical mixture of experts model for structured situational reasoning using graphs,
named CURIOUS, which achieves state-of-the-art performance on three different defeasible
reasoning datasets by explicitly modeling problem scenarios before answering queries.
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Chapter 5

Politeness Transfer: A Tag and Generate
Approach

Politeness plays a crucial role in social interaction, and is closely tied with power dynamics, social
distance between the participants of a conversation, and gender Brown et al. [1987], Danescu-
Niculescu-Mizil et al. [2013]. It is also imperative to use the appropriate level of politeness for
smooth communication in conversations Coppock [2005], organizational settings like emails
Peterson et al. [2011], memos, official documents, and many other settings. Notably, politeness
has also been identified as an interpersonal style which can be decoupled from content Kang and
Hovy [2019]. Motivated by its central importance, in this paper we study the task of converting
non-polite sentences to polite sentences while preserving the meaning.

Prior work on text style transfer Shen et al. [2017], Li et al. [2018], Prabhumoye et al. [2018],
Rao and Tetreault [2018], Xu et al. [2012], Jhamtani et al. [2017] has not focused on politeness
as a style transfer task, and we argue that defining it is cumbersome. While native speakers of a
language and cohabitants of a region have a good working understanding of the phenomenon of
politeness for everyday conversation, pinning it down as a definition is non-trivial Meier [1995].
There are primarily two reasons for this complexity. First, as noted by Brown et al. [1987], the
phenomenon of politeness is rich and multifaceted. Second, politeness of a sentence depends
on the culture, language, and social structure of both the speaker and the addressed person. For
instance, while using “please” in requests made to the closest friends is common amongst the
native speakers of North American English, such an act would be considered awkward, if not
rude, in the Arab culture Kádár and Mills [2011].

We circumscribe the scope of politeness for the purpose of this study as follows: First, we
adopt the data driven definition of politeness proposed by Danescu-Niculescu-Mizil et al. [2013].
Second, we base our experiments on a dataset derived from the Enron corpus Klimt and Yang
[2004] which consists of email exchanges in an American corporation. Thus, we restrict our
attention to the notion of politeness as widely accepted by the speakers of North American English
in a formal setting.

Even after framing politeness transfer as a task, there are additional challenges involved that
differentiate politeness from other styles. Consider a common directive in formal communication,
“send me the data”. While the sentence is not impolite, a rephrasing “could you please send
me the data” would largely be accepted as a more polite way of phrasing the same statement
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[Danescu-Niculescu-Mizil et al., 2013]. This example brings out a distinct characteristic of
politeness. It is easy to pinpoint the signals for politeness. However, cues that signal the absence
of politeness, like direct questions, statements and factuality Danescu-Niculescu-Mizil et al.
[2013], do not explicitly appear in a sentence, and are thus hard to objectify. Further, the other
extreme of politeness, impolite sentences, are typically riddled with curse words and insulting
phrases. While interesting, such cases can typically be neutralized using lexicons. For our study,
we focus on the task of transferring the non-polite sentences to polite sentences, where we simply
define non-politeness to be the absence of both politeness and impoliteness. Note that this is in
stark contrast with the standard style transfer tasks, which involve transferring a sentence from a
well-defined style polarity to the other (like positive to negative sentiment).

We propose a tag and generate pipeline to overcome these challenges. The tagger identifies
words or phrases potentially indicating non-politeness (e.g., ”I need this file right now”) and
replaces them with a tag token. Additionally, the tagger adds tag tokens in positions where phrases
characteristic of the target style can be inserted (e.g., ”[tag] send me the data”, where [tag] can be
replaced with a phrase indicating a request). The generator takes as input the output of the tagger
and generates a sentence in the target style. For example, the generator could transform the tagged
sentence into ”Could you please send me the data?”. Additionally, unlike previous systems, our
system’s intermediate outputs are fully realized, making the pipeline interpretable. Finally, if the
input sentence is already in the target style, our model won’t add any stylistic markers and thus
would allow the input to flow as is.

We evaluate our model on politeness transfer as well as 5 additional tasks described in prior
work Shen et al. [2017], Prabhumoye et al. [2018], Li et al. [2018] on content preservation, fluency
and style transfer accuracy. Both automatic and human evaluations show that our model beats the
state-of-the-art methods in content preservation, while either matching or improving the transfer
accuracy across six different style transfer tasks(§5.3). The results show that our technique is
effective across a broad spectrum of style transfer tasks.

Our methodology is inspired by Li et al. [2018] and improves upon several of its limitations
as described in (§??).

Our main contribution is the design of politeness transfer task. To this end, we provide a
large dataset of nearly 1.39 million sentences labeled for politeness (https://github.com/
tag-and-generate/politeness-dataset). Additionally, we hand curate a test set of 800
samples (from Enron emails) which are annotated as requests. To the best of our knowledge,
we are the first to undertake politeness as a style transfer task. In the process, we highlight an
important class of problems wherein the transfer involves going from a neutral style to the target
style. Finally, we design a “tag and generate” pipeline that is particularly well suited for tasks like
politeness, while being general enough to match or beat the performance of the existing systems
on popular style transfer tasks.
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5.1 Tasks and Datasets

5.1.1 Politeness Transfer Task

For the politeness transfer task, we focus on sentences in which the speaker communicates a
requirement that the listener needs to fulfill. Common examples include imperatives “Let’s stay in
touch” and questions that express a proposal “Can you call me when you get back?”. Following
Jurafsky et al. [1997], we use the umbrella term “action-directives” for such sentences. The goal
of this task is to convert action-directives to polite requests. While there can be more than one
way of making a sentence polite, for the above examples, adding gratitude (“Thanks and let’s stay
in touch”) or counterfactuals (“Could you please call me when you get back?”) would make them
polite Danescu-Niculescu-Mizil et al. [2013].

Data Preparation The Enron corpus Klimt and Yang [2004] consists of a large set of email
conversations exchanged by the employees of the Enron corporation. Emails serve as a medium
for exchange of requests, serving as an ideal application for politeness transfer. We begin by
pre-processing the raw Enron corpus following Shetty and Adibi [2004]. The first set of pre-
processing1 steps and de-duplication yielded a corpus of roughly 2.5 million sentences. Further
pruning2 led to a cleaned corpus of over 1.39 million sentences. Finally, we use a politeness
classifier Niu and Bansal [2018] to assign politeness scores to these sentences and filter them into
ten buckets based on the score (P0-P9; Fig. 5.1). All the buckets are further divided into train, test,
and dev splits (in a 80:10:10 ratio).

For our experiments, we assumed all the sentences with a politeness score of over 90% by the
classifier to be polite, also referred as the P9 bucket (marked in green in Fig. 5.1). We use the
train-split of the P9 bucket of over 270K polite sentences as the training data for the politeness
transfer task. Since the goal of the task is making action directives more polite, we manually
curate a test set comprising of such sentences from test splits across the buckets. We first train
a classifier on the switchboard corpus Jurafsky et al. [1997] to get dialog state tags and filter
sentences that have been labeled as either action-directive or quotation.3 Further, we use human
annotators to manually select the test sentences. The annotators had a Fleiss’s Kappa score (κ) of
0.774 and curated a final test set of 800 sentences.

In Fig. 5.2, we examine the two extreme buckets with politeness scores of < 10% (P0 bucket)
and > 90% (P9 bucket) from our corpus by plotting 10 of the top 30 words occurring in each
bucket. We clearly notice that words in the P9 bucket are closely linked to polite style, while
words in the P0 bucket are mostly content words. This substantiates our claim that the task of
politeness transfer is fundamentally different from other attribute transfer tasks like sentiment
where both the polarities are clearly defined.

1Pre-processing also involved steps for tokenization (done using spacy Honnibal and Montani [2017]) and
conversion to lower case.

2We prune the corpus by removing the sentences that 1) were less than 3 words long, 2) had more than 80%
numerical tokens, 3) contained email addresses, or 4) had repeated occurrences of spurious characters.

3We used AWD-LSTM based classifier for classification of action-directive.
4The score was calculated for 3 annotators on a sample set of 50 sentences.
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Figure 5.1: Distribution of Politeness Scores for the Enron Corpus

Figure 5.2: Probability of occurrence for 10 of the most common 30 words in the P0 and P9 data
buckets

5.1.2 Other Tasks

The Captions dataset Gan et al. [2017] has image captions labeled as being factual, romantic or
humorous. We use this dataset to perform transfer between these styles. This task parallels the
task of politeness transfer because much like in the case of politeness transfer, the captions task
also involves going from a style neutral (factual) to a style rich (humorous or romantic) parlance.

For sentiment transfer, we use the Yelp restaurant review dataset Shen et al. [2017] to train,
and evaluate on a test set of 1000 sentences released by Li et al. [2018]. We also use the Amazon
dataset of product reviews He and McAuley [2016]. We use the Yelp review dataset labelled for
the Gender of the author, released by Prabhumoye et al. [2018] compiled from Reddy and Knight
[2016]. For the Political slant task Prabhumoye et al. [2018], we use dataset released by Voigt
et al. [2018].

5.2 Methodology

We are given non-parallel samples of sentences X1 = {x(1)
1 . . .x

(1)
n } and X2 = {x(2)

1 . . .x
(2)
m }

from styles S1 and S2 respectively. The objective of the task is to efficiently generate samples
X̂1 = {x̂(2)

1 . . . x̂
(2)
n } in the target style S2, conditioned on samples in X1. For a style Sv where

v ∈ {1, 2}, we begin by learning a set of phrases (Γv) which characterize the style Sv. The
presence of phrases from Γv in a sentence xi would associate the sentence with the style Sv. For
example, phrases like “pretty good” and “worth every penny” are characteristic of the “positive”
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Figure 5.3: Our proposed approach: tag and generate. The tagger infers the interpretable style
free sentence z(xi) for an input x(1)

i in source style S1. The generator transforms x(1)
i into x̂

(2)
i

which is in target style S2.

style in the case of sentiment transfer task.
We propose a two staged approach where we first infer a sentence z(xi) from x

(1)
i using a

model, the tagger. The goal of the tagger is to ensure that the sentence z(xi) is agnostic to the
original style (S1) of the input sentence. Conditioned on z(xi), we then generate the transferred
sentence x̂

(2)
i in the target style S2 using another model, the generator. The intermediate variable

z(xi) is also seen in other style-transfer methods. Shen et al. [2017], Prabhumoye et al. [2018],
Yang et al. [2018b], Hu et al. [2017] transform the input x(v)

i to a latent representation z(xi) which
(ideally) encodes the content present in x

(v)
i while being agnostic to style Sv. In these cases z(xi)

encodes the input sentence in a continuous latent space whereas for us z(xi) manifests in the
surface form. The ability of our pipeline to generate observable intermediate outputs z(xi) makes
it somewhat more interpretable than those other methods.

We train two independent systems for the tagger & generator which have complimentary
objectives. The former identifies the style attribute markers a(x(1)

i ) from source style S1 and either
replaces them with a positional token called [TAG] or merely adds these positional tokens without
removing any phrase from the input x(1)

i . This particular capability of the model enables us to
generate these tags in an input that is devoid of any attribute marker (i.e. a(x(1)

i ) = {}). This
is one of the major differences from prior works which mainly focus on removing source style
attributes and then replacing them with the target style attributes. It is especially critical for tasks
like politeness transfer where the transfer takes place from a non-polite sentence. This is because
in such cases we may need to add new phrases to the sentence rather than simply replace existing
ones. The generator is trained to generate sentences x̂(2)

i in the target style by replacing these
[TAG] tokens with stylistically relevant words inferred from target style S2. Even though we have
non-parallel corpora, both systems are trained in a supervised fashion as sequence-to-sequence
models with their own distinct pairs of inputs & outputs. To create parallel training data, we first
estimate the style markers Γv for a given style Sv & then use these to curate style free sentences
with [TAG] tokens. Training data creation details are given in sections §5.2.2, §5.2.3.

Fig. 5.3 shows the overall pipeline of the proposed approach. In the first example x
(1)
1 , where

there is no clear style attribute present, our model adds the [TAG] token in z(x1), indicating that a
target style marker should be generated in this position. On the contrary, in the second example,
the terms “ok” and “bland” are markers of negative sentiment and hence the tagger has replaced
them with [TAG] tokens in z(x2). We can also see that the inferred sentence in both the cases is
free of the original and target styles. The structural bias induced by this two staged approach is
helpful in realizing an interpretable style free tagged sentence that explicitly encodes the content.
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In the following sections we discuss in detail the methodologies involved in (1) estimating the
relevant attribute markers for a given style, (2) tagger, and (3) generator modules of our approach.

5.2.1 Estimating Style Phrases

Drawing from Li et al. [2018], we propose a simple approach based on n-gram tf-idfs to estimate
the set Γv, which represents the style markers for style v. For a given corpus pair X1,X2 in styles
S1,S2 respectively we first compute a probability distribution p21(w) over the n-grams w present
in both the corpora (Eq. 5.2). Intuitively, p21(w) is proportional to the probability of sampling an
n-gram present in both X1,X2 but having a much higher tf-idf value in X2 relative to X1. This is
how we define the impactful style markers for style S2.

η21(w) =

1
m

m∑
i=1

tf-idf(w,x
(2)
i )

1
n

n∑
j=1

tf-idf(w,x
(1)
j )

(5.1)

p21(w) =
η21(w)γ∑

w′
η21(w

′)γ
(5.2)

where, η21(w) is the ratio of the mean tf-idfs for a given n-gram w present in both X1,X2 with
|X1| = n and |X2| = m. Words with higher values for η21(w) have a higher mean tf-idf in X2 vs
X1, and thus are more characteristic of S2. We further smooth and normalize η21(w) to get p21(w).
Finally, we estimate Γ2 by

Γ2 = {w : p21(w) ≥ k}

In other words, Γ2 consists of the set of phrases in X2 above a given style impact k. Γ1 is
computed similarly where we use p12(w), η

1
2(w).

5.2.2 Style Invariant Tagged Sentence

The tagger model (with parameters θt) takes as input the sentences in X1 and outputs {z(xi) :

x
(1)
i ∈ X1}. Depending on the style transfer task, the tagger is trained to either (1) identify and

replace style attributes a(x
(1)
i ) with the token tag [TAG] (replace-tagger) or (2) add the [TAG]

token at specific locations in x
(1)
i (add-tagger). In both the cases, the [TAG] tokens indicate

positions where the generator can insert phrases from the target style S2. Finally, we use the
distribution p21(w)/p

1
2(w) over Γ2/Γ1 (§5.2.1) to draw samples of attribute-markers that would be

replaced with the [TAG] token during the creation of training data.
The first variant, replace-tagger, is suited for a task like sentiment transfer where almost every

sentence has some attribute markers a(x(1)
i ) present in it. In this case the training data comprises

of pairs where the input is X1 and the output is {z(xi) : x
(1)
i ∈ X1}. The loss objective for

replace-tagger is given by Lr(θt) in Eq. 5.3.
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Lr(θt) = −
|X1|∑
i=1

logPθt(z(xi)|x(1)
i ; θt) (5.3)

The second variant, add-tagger, is designed for cases where the transfer needs to happen from
style neutral sentences to the target style. That is, X1 consists of style neutral sentences whereas
X2 consists of sentences in the target style. Examples of such a task include the tasks of politeness
transfer (introduced in this paper) and caption style transfer (used by Li et al. [2018]). In such
cases, since the source sentences have no attribute markers to remove, the tagger learns to add
[TAG] tokens at specific locations suitable for emanating style words in the target style.

Figure 5.4: Creation of training data for add-tagger.

The training data (Fig. 5.4) for the add-tagger is given by pairs where the input is {x(2)
i \a(x

(2)
i ) :

x
(2)
i ∈ X2} and the output is {z(xi) : x

(2)
i ∈ X2}. Essentially, for the input we take samples

x
(2)
i in the target style S2 and explicitly remove style phrases a(x(2)

i ) from it. For the output we
replace the same phrases a(x(2)

i ) with [TAG] tokens. As indicated in Fig. 5.4, we remove the style
phrases “you would like to” and “please” and replace them with [TAG] in the output. Note that
we only use samples from X2 for training the add-tagger; samples from the style neutral X1 are
not involved in the training process at all. For example, in the case of politeness transfer, we only
use the sentences labeled as “polite” for training. In effect, by training in this fashion, the tagger
learns to add [TAG] tokens at appropriate locations in a style neutral sentence. The loss objective
(La) given by Eq. 5.4 is crucial for tasks like politeness transfer where one of the styles is poorly
defined.

La(θt) = −
|X1|∑
i=1

logPθt(z(xi)|x(2)
i \a(x

(2)
i ); θt) (5.4)

5.2.3 Style Targeted Generation
The training for the generator model is complimentary to that of the tagger, in the sense that the
generator takes as input the tagged output z(xi) inferred from the source style and modifies the
[TAG] tokens to generate the desired sentence x̂

(v)
i in the target style Sv.

L(θg) = −
|Xv |∑
i=1

logPθg(x
(v)
i |z(xi); θg) (5.5)
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Politeness Gender Political

Acc BL-s MET ROU Acc BL-s MET ROU Acc BL-s MET ROU

CAE 99.62 6.94 10.73 25.71 65.21 9.25 14.72 42.42 77.71 3.17 7.79 27.17
BST 60.75 2.55 9.19 18.99 54.4 20.73 22.57 55.55 88.49 10.71 16.26 41.02
DRG 90.25 11.83 18.07 41.09 36.29 22.9 22.84 53.30 69.79 25.69 21.6 51.8

OURS 89.50 70.44 36.26 70.99 82.21 52.76 37.42 74.59 87.74 68.44 45.44 77.51

Table 5.1: Results on the Politeness, Gender and Political datasets.

The training data for transfer into style Sv comprises of pairs where the input is given by
{z(xi) : x

(v)
i ∈ Xv , v ∈ {1, 2}} and the output is Xv, i.e. it is trained to transform a style

agnostic representation into a style targeted sentence. Since the generator has no notion of the
original style and it is only concerned with the style agnostic representation z(xi), it is convenient
to disentangle the training for tagger & generator.

Finally, we note that the location at which the tags are generated has a significant impact on
the distribution over style attributes (in Γ2) that are used to fill the [TAG] token at a particular
position. Hence, instead of using a single [TAG] token, we use a set of positional tokens [TAG]t
where t ∈ {0, 1, . . . T} for a sentence of length T . By training both tagger and generator with
these positional [TAG]t tokens we enable them to easily realize different distributions of style
attributes for different positions in a sentence. For example, in the case of politeness transfer, the
tags added at the beginning (t = 0) will almost always be used to generate a token like “Would
it be possible ...” whereas for a higher t, [TAG]t may be replaced with a token like “thanks” or
“sorry.”

5.3 Experiments and Results

Baselines We compare our systems against three previous methods. DRG Li et al. [2018],
Style Transfer Through Back-translation (BST) Prabhumoye et al. [2018], and Style transfer from
non-parallel text by cross alignment Shen et al. [2017] (CAE). For DRG, we only compare against
the best reported method, delete-retrieve-generate. For all the models, we follow the experimental
setups described in their respective papers.

Implementation Details We use 4-layered transformers Vaswani et al. [2017] to train both
tagger and generator modules. Each transformer has 4 attention heads with a 512 dimensional
embedding layer and hidden state size. Dropout Srivastava et al. [2014] with p-value 0.3 is added
for each layer in the transformer. For the politeness dataset the generator module is trained with
data augmentation techniques like random word shuffle, word drops/replacements as proposed
by Im et al. [2017]. We empirically observed that these techniques provide an improvement
in the fluency and diversity of the generations. Both modules were also trained with the BPE
tokenization Sennrich et al. [2015] using a vocabulary of size 16000 for all the datasets except
for Captions, which was trained using 4000 BPE tokens. The value of the smoothing parameter
γ in Eq. 5.2 is set to 0.75. For all datasets except Yelp we use phrases with p21(w) ≥ k = 0.9 to
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Yelp Amazon Captions

Acc BL-s BL-r MET ROU Acc BL-s BL-r MET ROU Acc BL-s BL-r MET ROU

CAE 72.1 19.95 7.75 21.70 55.9 78 2.64 1.68 9.52 29.16 89.66 2.09 1.57 9.61 30.02
DRG 88.8 36.69 14.51 32.09 61.06 52.2 57.07 29.85 50.16 79.31 95.65 31.79 11.78 32.45 64.32

OURS 86.6 47.14 19.76 36.26 70.99 66.4 68.74 34.80 45.3 83.45 93.17 51.01 15.63 43.67 79.51

Table 5.2: Results on the Yelp, Amazon and Captions datasets.

construct Γ2, Γ1 (§5.2.1). For Yelp k is set to 0.97. During inference we use beam search (beam
size=5) to decode tagged sentences and targeted generations for tagger & generator respectively.
For the tagger, we re-rank the final beam search outputs based on the number of [TAG] tokens in
the output sequence (favoring more [TAG] tokens).

Automated Evaluation Following prior work Li et al. [2018], Shen et al. [2017], we use
automatic metrics for evaluation of the models along two major dimensions: (1) style transfer
accuracy and (2) content preservation. To capture accuracy, we use a classifier trained on the
nonparallel style corpora for the respective datasets (barring politeness). The architecture of the
classifier is based on AWD-LSTM Merity et al. [2017] and a softmax layer trained via cross-entropy
loss. We use the implementation provided by fastai.5 For politeness, we use the classifier trained
by Niu and Bansal [2018].6 The metric of transfer accuracy (Acc) is defined as the percentage of
generated sentences classified to be in the target domain by the classifier. The standard metric for
measuring content preservation is BLEU-self (BL-s) Papineni et al. [2002] which is computed with
respect to the original sentences. Additionally, we report the BLEU-reference (BL-r) scores using
the human reference sentences on the Yelp, Amazon and Captions datasets Li et al. [2018]. We
also report ROUGE (ROU) Lin [2004] and METEOR (MET) Denkowski and Lavie [2011] scores.
In particular, METEOR also uses synonyms and stemmed forms of the words in candidate and
reference sentences, and thus may be better at quantifying semantic similarities.

Table 5.1 shows that our model achieves significantly higher scores on BLEU, ROUGE and
METEOR as compared to the baselines DRG, CAE and BST on the Politeness, Gender, and Political
datasets. The BLEU score on the Politeness task is greater by 58.61 points with respect to DRG. In
general, CAE and BST achieve high classifier accuracies but they fail to retain the original content.
The classifier accuracy on the generations of our model are comparable (within 1%) with that of
DRG for the Politeness dataset.

In Table 5.2, we compare our model against CAE and DRG on the Yelp, Amazon, and Captions
datasets. For each of the datasets our test set comprises 500 samples (with human references)
curated by Li et al. [2018]. We observe an increase in the BLEU-reference scores by 5.25, 4.95
and 3.64 on the Yelp, Amazon, and Captions test sets respectively. Additionally, we improve the
transfer accuracy for Amazon by 14.2% while achieving accuracies similar to DRG on Yelp and
Captions. As noted by Li et al. [2018], one of the unique aspects of the Amazon dataset is the
absence of similar content in both the sentiment polarities. Hence, the performance of their model
is worse in this case. Since we don’t make any such assumptions, we perform significantly better
on this dataset.

5https://docs.fast.ai/
6This is trained on the dataset given by Danescu-Niculescu-Mizil et al. [2013].
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Con Att Gra

DRG Ours DRG Ours DRG Ours

Politeness 2.9 3.6 3.2 3.6 2.0 3.7
Gender 3.0 3.5 - - 2.2 2.5
Political 2.9 3.2 - - 2.5 2.7
Yelp 3.0 3.7 3 3.9 2.7 3.3

Table 5.3: Human evaluation on Politeness, Gender, Political and Yelp datasets.

While popular, the metrics of transfer accuracy and BLEU have significant shortcomings
making them susceptible to simple adversaries. BLEU relies heavily on n-gram overlap and
classifiers can be fooled by certain polarizing keywords. We test this hypothesis on the sentiment
transfer task by a Naive Baseline. This baseline adds “but overall it sucked” at the end of the
sentence to transfer it to negative sentiment. Similarly, it appends “but overall it was perfect” for
transfer into a positive sentiment. This baseline achieves an average accuracy score of 91.3% and
a BLEU score of 61.44 on the Yelp dataset. Despite high evaluation scores, it does not reflect a
high rate of success on the task. In summary, evaluation via automatic metrics might not truly
correlate with task success.

Changing Content Words Given that our model is explicitly trained to generate new content
only in place of the TAG token, it is expected that a well-trained system will retain most of
the non-tagged (content) words. Clearly, replacing content words is not desired since it may
drastically change the meaning. In order to quantify this, we calculate the fraction of non-tagged
words being changed across the datasets. We found that the non-tagged words were changed for
only 6.9% of the sentences. In some of these cases, we noticed that changing non-tagged words
helped in producing outputs that were more natural and fluent.

Input DRG Output Our Model Output Strategy

what happened to my per-
sonal station?

what happened to my
mother to my co???

could you please let me
know what happened to my
personal station?

Counterfactual
Modal

yes, go ahead and re-
move it.

yes, please go to the link
below and delete it.

yes, we can go ahead and
remove it.

1st Person
Plural

not yet-i’ll try this wk-
end.

not yet to say-i think this
will be a <unk> long.

sorry not yet-i’ll try to
make sure this wk

Apologizing

please check on metro-
media energy,

thanks again on the en-
ergy industry,

please check on metrome-
dia energy, thanks

Mitigating
please start

Table 5.4: Qualitative Examples comparing the outputs from DRG and Our model for the Politeness
Transfer Task
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Human Evaluation Following Li et al. [2018], we select 10 unbiased human judges to rate the
output of our model and DRG on three aspects: (1) content preservation (Con) (2) grammaticality
of the generated content (Gra) (3) target attribute match of the generations (Att). For each of
these metrics, the reviewers give a score between 1-5 to each of the outputs, where 1 reflects a
poor performance on the task and 5 means a perfect output. Since the judgement of signals that
indicate gender and political inclination are prone to personal biases, we don’t annotate these
tasks for target attribute match metric. Instead we rely on the classifier scores for the transfer.
We’ve used the same instructions from Li et al. [2018] for our human study. Overall, we evaluate
both systems on a total of 200 samples for Politeness and 100 samples each for Yelp, Gender and
Political.

Table 5.3 shows the results of human evaluations. We observe a significant improvement in
content preservation scores across various datasets (specifically in Politeness domain) highlighting
the ability of our model to retain content better than DRG. Alongside, we also observe consistent
improvements of our model on target attribute matching and grammatical correctness.

Qualitative Analysis We compare the results of our model with the DRG model qualitatively as
shown in Table 5.4. Our analysis is based on the linguistic strategies for politeness as described
in Danescu-Niculescu-Mizil et al. [2013]. The first sentence presents a simple example of the
counterfactual modal strategy inducing “Could you please” to make the sentence polite. The
second sentence highlights another subtle concept of politeness of 1st Person Plural where adding

“we” helps being indirect and creates the sense that the burden of the request is shared between
speaker and addressee. The third sentence highlights the ability of the model to add Apologizing
words like “Sorry” which helps in deflecting the social threat of the request by attuning to the
imposition. According to the Please Start strategy, it is more direct and insincere to start a
sentence with “Please”. The fourth sentence projects the case where our model uses “thanks” at
the end to express gratitude and in turn, makes the sentence more polite. Our model follows the
strategies prescribed in Danescu-Niculescu-Mizil et al. [2013] while generating polite sentences.7

Ablations We provide a comparison of the two variants of the tagger, namely the replace-tagger
and add-tagger on two datasets. We also train and compare them with a combined variant.8 We
train these tagger variants on the Yelp and Captions datasets and present the results in Table 5.5.
We observe that for Captions, where we transfer a factual (neutral) to romantic/humorous sentence,
the add-tagger provides the best accuracy with a relatively negligible drop in BLEU scores. On
the contrary, for Yelp, where both polarities are clearly defined, the replace-tagger gives the best
performance. Interestingly, the accuracy of the add-tagger is ≈ 50% in the case of Yelp, since
adding negative words to a positive sentence or vice-versa neutralizes the classifier scores. Thus,
we can use the add-tagger variant for transfer from a polarized class to a neutral class as well.

To check if the combined tagger is learning to perform the operation that is more suitable for
a dataset, we calculate the fraction of times the combined tagger performs add/replace operations
on the Yelp and Captions datasets. We find that for Yelp (a polar dataset) the combined tagger

7We provide additional qualitative examples for other tasks in the supplementary material.
8Training of combined variant is done by training the tagger model on the concatenation of training data for

add-tagger and replace-tagger.
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performs 20% more replace operations (as compared to add operations). In contrast, on the
CAPTIONS dataset, it performs 50% more add operations. While the combined tagger learns to
use the optimal tagging operation to some extent, a deeper understanding of this phenomenon
is an interesting future topic for research. We conclude that the choice of the tagger variant is
dependent on the characterstics of the underlying transfer task.

Yelp Captions

Acc BL-r Acc BL-r

Add-Tagger 53.2 20.66 93.17 15.63
Replace-Tagger 86.6 19.76 84.5 15.04
Combined 72.5 22.46 82.17 18.51

Table 5.5: Comparison of different tagger variants for Yelp and Captions datasets
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Chapter 6

Think about it! Improving Defeasible
Reasoning by First Modeling the Question
Scenario

Figure 6.1: CURIOUS: Given a premise (drinking glass fell), defeasible reasoning seeks to answer
whether new information that the glass fell on a pillow will strengthen or weaken the premise that
the glass broke. CURIOUS improves defeasible reasoning by modeling the question scenario with
a model-generated inference graph G. The graph G includes new events (e.g., glass fell on floor)
that contextualize the given premise, hypothesis, and update. The graph is encoded judiciously
using our graph encoder h(.), improving end-task performance.
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Defeasible reasoning is the mode of reasoning where conclusions can be overturned by taking
into account new evidence. Existing cognitive science literature on defeasible reasoning suggests
that a person forms a mental model of the problem scenario before answering questions. Our
research goal asks whether neural models can similarly benefit from envisioning the question
scenario before answering a defeasible query. Our approach is, given a question, to have a model
first create a graph of relevant influences, and then leverage that graph as an additional input when
answering the question. Our system, CURIOUS, achieves a new state-of-the-art on three different
defeasible reasoning datasets. This result is significant as it illustrates that performance can be
improved by guiding a system to “think about” a question and explicitly model the scenario, rather
than answering reflexively.1

6.1 Introduction

Defeasible inference is a mode of reasoning where additional information can modify conclusions
Koons [2017]. Here we consider the specific formulation and challenge in Rudinger et al. [2020]:
Given that some premise p plausibly implies a hypothesis H, does new information that the
situation is S weaken or strengthen the conclusion H? For example, consider the premise “The
drinking glass fell” with a possible implication “The glass broke”. New information that “The
glass fell on a pillow” here weakens the implication.

We borrow ideas from the cognitive science literature that supports defeasible reasoning for
humans with an inference graph [Pollock, 2009, 1987]. Inference graphs formulation in Madaan
et al. [2021a], which we use in this paper, draws connections between the p, H, and S through
mediating events. This can be seen as a mental model of the question scenario before answering
the question Johnson-Laird [1983]. This paper asks the natural question: can modeling the
question scenario with inference graphs help machines in defeasible reasoning?

Our approach is as follows. First, given a question, generate an inference graph describing
important influences between question elements. Then, use that graph as an additional input when
answering the defeasible reasoning query. Our proposed system, CURIOUS, comprises a graph
generation module and a graph encoding module to use the generated graph for the query (Figure
6.2).

To generate inference graphs, we build upon past work that uses a sequence-to-sequence
approach [Madaan et al., 2021a]. Briefly, Madaan et al. [2021a] train a T5-XXL [Raffel et al.,
2020a] on a dataset of influence graphs [Tandon et al., 2019], and use the trained model to generate
similar graphs for a new situation. However, our analysis revealed that the graphs can often be
erroneous, and CURIOUS also includes an error correction module (Section 6.3.3) to generate
higher quality inference graphs. This was important because we found that better graphs are more
helpful in the downstream QA task.

The generated inference graph is then used for the QA task on three existing defeasible
inference datasets from diverse domains, viz., δ-SNLI (natural language inference) Bowman
et al. [2015], δ-SOCIAL (reasoning about social norms) Forbes et al. [2020], and δ-ATOMIC

(commonsense reasoning) Sap et al. [2019]. We show that the way the graph is encoded for input

1Code and data located at https://github.com/madaan/thinkaboutit
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Figure 6.2: An overview of CURIOUS

is important. If we simply augment the question with the generated graphs, there are some gains
on all datasets. However, the accuracy improves substantially across all datasets with a more
judicious encoding of the graph-augmented question that accounts for interactions between the
graph nodes. To achieve this, we use the mixture of experts approach Jacobs et al. [1991] to
include a mixture of experts layers during encoding, enabling the ability to attend to specific
nodes while capturing their interactions selectively.

In summary, our contribution is in drawing on the idea of an inference graph from cognitive
science to show benefits in a defeasible inference QA task. Using an error correction module in the
graph generation process, and a judicious encoding of the graph augmented question, CURIOUS

achieves a new state-of-the-art over three defeasible datasets. This result is significant also
because our work illustrates that guiding a system to “think about” a question before answering
can improve performance.

6.2 Task
We use the defeasible inference task and datasets defined in Rudinger et al. [2020], namely given
an input x = (p,H,S), predict the output y ∈ {strengthens, weakens}, where p, H, and S are
sentences describing a premise, hypothesis, and scenario respectively, and y denotes whether S
strengthens/weakens the plausible conclusion that H follows from p, as described in Section 6.1.

6.3 Approach
Inspired by past results Madaan et al. [2021a] that humans found inference graphs useful for
defeasible inference, we investigate whether neural models can benefit from envisioning the
question scenario using an inference graph before answering a defeasible inference query.
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Figure 6.3: An overview of our method to perform graph-augmented defeasible reasoning using
a hierarchical mixture of experts. First, MOE-V selectively pools the node representations to
generate a representation hG of the inference graph. Then, MOE-GX pools the query representation
hx and the graph representation generated by MOE-V to pass to the upstream classifier.

Inference graphs As inference graphs are central to our work, we give a brief description
of their structure next. Inference graphs were introduced in philosophy by Pollock [2009] to
aid defeasible reasoning for humans, and in NLP by Tandon et al. [2019] for a counterfactual
reasoning task. We interpret the inference graphs as having four kinds of nodes Pollock [2009],
Madaan et al. [2021a]:
i. Contextualizers (C-, C+): these nodes set the context around a situation and connect to the p.

ii. Situations (S, S-): these nodes are new situations that emerge which might overturn an
inference.

iii. Hypothesis (H-, H+): Hypothesis nodes describe the outcome/conclusion of the situation.
iv. Mediators (M-, M+): Mediators are nodes that help bridge the knowledge gap between a

situation and a hypothesis node by explaining their connection explicitly. These node can
either act as a weakener or strengthener.

Each node in an influence graph is labeled with an event (a sentence or a phrase). The signs - and
+ capture the nature of the influence event node. Concrete examples are present in Figures 6.1,
6.4, and in Appendix E.4.

6.3.1 Overview of CURIOUS

Our system, CURIOUS, comprises three components, (i) a graph generator GENinit, (ii) a graph
corrector GENcorr, (iii) a graph encoder (Figure 6.1). GENinit generates an inference graph from the
input x. We borrow the sequence to sequence approach of GENinit from Madaan et al. [2021a]
without any architectural changes. However, we found that the resulting graphs can often be
erroneous (which hurts task performance), so CURIOUS includes an error correction module
GENcorr to generate higher quality inference graphs that are then judiciously encoded using the
graph encoder. This encoded representation is then passed through a classifier to generate an end
task label. The overall architecture is shown in Figure 6.2.
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6.3.2 Graph generator

Figure 6.4: The graphs generated by GENinit.The input graph has repetitions for nodes {C−, C+}
and {S, S−}. The corrected graph generated by GENcorr replaces the repetitions with meaningful
labels.

As the initial graph generator, we use the method described in Madaan et al. [2021a] (GENinit) to
generate inference graphs for defeasible reasoning.2 Their approach involves first training a graph-
generation module, and then performing zero-shot inference on a defeasible query to obtain an
inference graph. They obtain training data for the graph-generation module from WIQA dataset Tan-
don et al. [2019]. WIQA is a dataset of 2107 (Ti,Gi) tuples, where Ti is the passage text that
describes a process (e.g., waves hitting a beach), and Gi is the corresponding influence graph.
The graph generator GENinit is trained as a seq2seq model, by setting input = [Premise] Ti |
[Situation] Si | [Hypothesis] Hi, and output = Gi. Note that Si and Hi are nodes in the influ-
ence graph Gi, allowing grounded generation. [Premise], [Situation], [Hypothesis] are special
tokens used to demarcate the input.

2We use their publicly available code and data
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6.3.3 Graph corrector
We found that 70% of the randomly sampled 100 graphs produced by GENinit (undesirably) had
repeated nodes (an example of repeated nodes is in Figure 6.4). Repeated nodes introduce noise
because they violate the semantic structure of a graph, e.g., in Figure 6.4, nodes C+ and C- are
repeated, although they are expected to have opposite semantics. Higher graph quality yields
better end task performance when using inference graphs (as we will show in §6.4.3)

To repair such problems, we train a graph corrector, GENcorr, that takes as input G′, and
as output it gives a graph G∗, with repetitions fixed. To train the model, we require (G′, G∗)
examples, which we generate using a data augmentation technique described in the Appendix E.1.
Because the nodes in the graph are from an open vocabulary, we then train a T5 sequence-to-
sequence model Raffel et al. [2020b] with input = G′ and output = G∗. In summary, given a
defeasible query PHS, we generate a potentially incorrect initial graph G′ using GENinit. We then
feed G′ to GENcorr to obtain an improved graph G.

6.3.4 Graph Encoder
For each defeasible query (p, H, S), we add the inference graph G from CURIOUS (the corrected
graph from 6.3.3), to provide additional context for the query, as we now describe.

We concatenate the components (p, H, S) of the defeasible query into a single sequence of to-
kens x = (P∥H∥S), where ∥ denotes concatenation. Thus, each sample of our graph-augmented
binary-classification task takes the form ((x,G),y), where y ∈ {strengthener, weakener}. Fol-
lowing Madaan et al. [2021a], we do not use edge labels and treat all the graphs as undirected
graphs.

Overview: We first use a language model LMs to obtain a dense representation hx for the
defeasible query x, and a dense representation hv for each node v ∈ G. The node representations
hv are then pooled using a hierarchical mixture of experts (MOE) to obtain a graph representation
hG. The query representation hx and the graph representation hG are combined to solve the
defeasible task. We now provide details on obtaining hx, hv, hG.

Encoding the query and nodes

Let LMs be a pre-trained language model (in our case RoBERTa Liu et al. [2019]). We use
hS = L(S) ∈ Rd to denote the dense representation of sequence of tokens S returned by the
language model LMs. Specifically, we use the pooled representation of the beginning-of-sequence
token <s> as the sequence representation.

We encode the defeasible query x and the nodes of the graph using LMs. Query representation
is computed as hx = L(x), and we similarly obtain a matrix of node representations hV by
encoding each node v in G with LMs as follows:

hV = [hv1 ;hv2 ; . . . ;h|V|] (6.1)

where hvi ∈ Rd refers to the dense representation for the ith node of G derived from LMs (i.e.,
hvi = L(vi)), and hV ∈ R|V|×d to refer to the matrix of node representations.
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Graph representations using MOE

Recently, mixture-of-experts Jacobs et al. [1991], Shazeer et al. [2017], Fedus et al. [2021] has
emerged as a promising method of combining multiple feature types. Mixture-of-experts (MOE)
is especially useful when the input consists of multiple facets, where each facet has a specific
semantic meaning. Previously, Gu et al. [2018], Chen et al. [2019] have used the ability of MOE

to pool disparate features on low-resource and cross-lingual language tasks. Since each node
in the inference graphs used by us plays a specific role in defeasible reasoning (contextualizer,
situation node, or mediator), we take inspiration from these works to design a hierarchical MOE

model Jordan and Xu [1995] to pool node representations hV into a graph representation hG.
An MOE consists of n expert networks E1,E2, . . . ,En and a gating network M. Given an

input x ∈ Rd, each expert network Ei : Rd → Rk learns a transform over the input. The gating
network M : Rd → ∆d gives the weights p = {p1, p2, . . . , pn} to combine the expert outputs for
input x. Finally, the output y is returned as a convex combination of the expert outputs:

p = M(x)

y =
n∑

i=1

piEi(x) (6.2)

The output y can either be the logits for an end task Shazeer et al. [2017], Fedus et al. [2021]
or pooled features that are passed to a downstream learner Chen et al. [2019], Gu et al. [2018].
The gating network M and the expert networks E1,E2, . . . ,En are trained end-to-end. During
learning, the gradients to M train it to generate a distribution over the experts that favors the best
expert for a given input. Appendix E.2 presents a further discussion on our MOE formulation and
an analysis of the gradients.

Hierarchical MOE for defeasible reasoning Different parts of the inference graphs might help
answer a query to a different degree. Further, for certain queries, graphs might not be helpful
(and could even be distracting), and the model could rely primarily on the input query alone. This
motivates a two-level architecture that can: (i) select a subset of the nodes in the graph and ii)
selectively reason across the query and the graph to varying degrees.

Given these requirements, a hierarchical MOE Jordan and Jacobs [1994] model presents itself
as a natural choice to model this task. The first MOE (MOE-V) creates a graph representation by
taking a convex combination of the node representations. The second MOE (MOE-GX) then takes
a convex-combination of the graph representation returned by MOE-V and query representation
and passes it to an MLP for the downstream task.
• MOE-V consists of five node-experts and gating network to selectively pool node representa-

tions hv to graph representation hG:

p = M(hV)

hG =
∑
v∈V

pvEv(v) (6.3)

• MOE-GX contains two experts (graph expert EG and question expert EQ) and a gating network
to combine the graph representation hG returned by MOE-GX and the query representation
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hx:

p = M([hG;hQ])

hy = EG(hG) + EQ(hQ) (6.4)

hy is then passed to a 1-layer MLP to perform classification. The gates and the experts in our
MOE model are single-layer MLPs, with equal input and output dimensions for the experts.

6.4 Experiments
In this section, we empirically investigate if CURIOUS can improve defeasible inference by
first modeling the question scenario using inference graphs. We also study the reasons for any
improvements.

6.4.1 Experimental setup

Dataset Split # Samples Total

δ-ATOMIC

train 35,001
42,977test 4137

dev 3839

δ-SOCIAL

train 88,675
92,295test 1836

dev 1784

δ-SNLI

train 77,015
95,795test 9438

dev 9342

Table 6.1: Number of samples in each dataset by split.

Datasets Our end task performance is measured on the three existing datasets for defeasible
inference provided by Rudinger et al. [2020]:3 δ-ATOMIC, δ-SNLI, δ-SOCIAL (Table 6.1). These
datasets exhibit substantial diversity because of their domains: δ-SNLI (natural language inference),
δ-SOCIAL (reasoning about social norms), and δ-ATOMIC (commonsense reasoning). Thus, it
would require a general model to perform well across these diverse datasets.

Baselines and setup The previous state-of-the-art (SOTA) is the RoBERTa Liu et al. [2019]
model presented in Rudinger et al. [2020], and we report the published numbers for this baseline.
For an additional baseline, we directly use the initial inference graph G′ generated by GENinit,

3github.com/rudinger/defeasible-nli
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and provide it to the model simply as a string (i.e., sequence of tokens; a simple, often-used
approach). This baseline is called E2E-STR. We use the same hyperparameters as Rudinger et al.
[2020], and add a detailed description of the hyperparameters in Appendix E.3. For all the QA

experiments, we report the accuracy on the test set using the checkpoint with the highest accuracy
on the development set. We use the McNemar’s test McNemar [1947], Dror et al. [2018] and use
p < 0.05 as a threshold for statistical significance. All the p-values are reported in Appendix E.7.

6.4.2 Results
Table 6.2 compares QA accuracy on these datasets without and with modeling the question
scenario. The results suggest that we get consistent gains across all datasets, with δ-SNLI gaining
about 4 points. CURIOUS achieves a new state-of-the-art across three datasets, as well as now
producing justifications for its answers with inference graphs.

δ-
ATOMIC

δ-SNLI δ-
SOCIAL

Prev-SOTA 78.3 81.6 86.2
E2E-STR 78.8 82.2 86.7
CURIOUS 80.2* 85.6* 88.6*

Table 6.2: CURIOUS is better across all the datasets. This demonstrates that understanding the
question scenario through generating an inference graph helps. * indicates statistical significance.

6.4.3 Understanding CURIOUS gains
In this section, we study the contribution of the main components of the CURIOUS pipeline.

Impact of graph corrector

We ablate the graph corrector module GENcorr in CURIOUS by directly supplying the output from
GENinit to the graph encoder. Table 6.3 shows that this ablation consistently hurts across all the
datasets. GENcorr provides 2 points gain across datasets. This indicates that better graphs lead to
better task performance, assuming that GENcorr actually reduces the noise. Next, we investigate if
GENcorr can produce more informative graphs.

Do graphs corrected by GENcorr show fewer repetitions? We evaluate the repetitions in the
graphs produced by GENinit and GENcorr using two metrics: (i) repetitions per graph: average
number of repeated nodes in a graph. (ii) % with repetitions: % of graphs with at least one
repeated node.

Table 6.4 shows GENcorr does reduce repetitions by approximately 40% (2.11 to 1.25) per
graph across all datasets, and also reduces the fraction of graphs with at least one repetition by
25.7% across.
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δ-ATOMIC δ-SNLI δ-SOCIAL

G′ 78.5 83.8 88.2
G 80.2* 85.6* 88.6

Table 6.3: Performance w.r.t. the graph used. G′ is the initial graph from GENinit, G is the
corrected graph from GENcorr. Better graphs lead to better task performance. * indicates statistical
significance.

Repetitions GENinit GENcorr

δ-ATOMIC per graph 2.05 1.26
% graphs 72 48

δ-SNLI per graph 2.09 1.18
% graphs 73 46

δ-SOCIAL per graph 2.2 1.32
% graphs 75 49

OVERALL per graph ∆ -40%
% graphs ∆ -25.7%

Table 6.4: GENcorr reduces the inconsistencies in graphs. The number of repetitions per graph and
percentage of graphs with some repetition, both improve.

Impact of graph encoder

We experiment with two alternative approaches to graph encoding to compare our MOE approach
by using the graphs generated by GENcorr:
1. Graph convolutional networks: We follow the approach of Lv et al. [2020] who use GCN Kipf
and Welling [2017] to learn rich node representations from graphs. Broadly, node representations
are initialized by LMs and then refined using a GCN. Finally, multi-headed attention Vaswani et al.
[2017] between question representation hx and the node representations is used to yield hG. We
add a detailed description of this method in Appendix E.8.
2. String based representation: Another popular approach Sakaguchi et al. [2021a] is to
concatenate the string representation of the nodes, and then using LMs to obtain the graph
representation hG = L(v1∥v2∥..) where ∥ denotes string concatenation.

Table 6.5 shows that MOE graph encoder improves end task performance significantly com-
pared to the baseline.4 In the following analysis, we study the reasons for these gains in-depth.

We hypothesize that GCN is less resistant to noise than MOE in our setting, thus causing a
lower performance. The graphs augmented with each query are not human-curated and are instead
generated by a language model in a zero-shot inference setting. Thus, the GCN style message
passing might amplify the noise in graph representations. On the other hand, MOE-V first selects
the most useful nodes to answer the query to form the graph representation hG. Further, MOE-GX
can also decide to completely discard the graph representations, as it does in many cases where
the true answer for the defeasible query is weakens.

4Appendix E.5 provides an analysis on time and memory requirements.
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To further establish the possibility of message passing hampering the downstream task perfor-
mance, we experiment with a GCN-MOE hybrid, wherein we first refine the node representations
using a 2-layer GCN as used by Lv et al. [2020], and then pool the node representations using an
MOE. We found the results to be about the same as ones we obtained with GCN (3rd-row Table 6.5),
indicating that bad node representations are indeed the root cause for the bad performance of GCN.
This is also supported by Shi et al. [2019] who found that noise propagation directly deteriorates
network embedding and GCN is sensitive to noise.

Interestingly, graphs help the end-task even when encoded using a relatively simple STR based
encoding scheme, further establishing their utility.

δ-ATOMIC δ-SNLI δ-SOCIAL

STR 79.5 83.1 87.2
GCN 78.9 82.4 88.1
GCN + MOE 78.7 84.3 87.8
MOE 80.2 85.6 88.6

Table 6.5: Contribution of MoE-based graph encoding compared with alternative graph encoding
methods. The gains of MOE over GCN are statistically significant for all the datasets, and the gains
over STR are significant for δ-SNLI and δ-SOCIAL.

Detailed MOE analysis

We now analyze the two MoEs used in CURIOUS: (i) the MOE over the nodes (MOE-V), and (ii)
the MOE over G and input x (MOE-GX).

Figure 6.5: MOE-GX gate values for the classes strengthens and weakens, averaged over the three
datasets.

MOE-GX performs better for y = strengthens: Figure 6.5 shows that the graph makes a
stronger contribution than the input, when the label is strengthens. In instances where the label
is weakens, the gate of MOE-GX gives a higher weight to the question. This trend was present
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across all the datasets. We conjecture that this happens because language models are tuned to
generate events that happen rather than events that do not. In the case of a weakener, the nodes
must be of the type event1 leads to less of event2, whereas language models are naturally trained
for event1 leads to event2. Understanding this in-depth requires further investigation in the future.

MOE-V relies more on specific nodes: We study the distribution over the types of nodes and
their contribution to MOE-V. Recall from Figure 6.3 that C- and C+ nodes are contextualizers that
provide more background context to the question, and S- node is typically an inverse situation
(i.e., inverse S), while M- and M+ are the mediator nodes leading to the hypothesis. Figure 6.6
shows that the situation node S- was the most important, followed by the contextualizer and the
mediator. Notably, our analysis shows that mediators are less important for machines than they
were for humans in the experiments conducted by Madaan et al. [2021a]. This is probably because
humans and machines use different pieces of information. As our error analysis shows in §??,
the mediators can be redundant given the query x. Humans might have used the redundancy
to reinforce their beliefs, whereas machines leverage the unique signals present in S- and the
contextualizers.

Figure 6.6: MOE-V gate values for the three datasets.

MOE-V, MOE-GX have a peaky distribution: A peaky distribution over the gate values implies
that the network is judiciously selecting the right expert for a given input. We compute the
average entropy of MOE-V and MOE-GX and found the entropy values to be 0.52 (max 1.61)
for MOE-V, and 0.08 (max 0.69) for MOE-GX. The distribution of the gate values of MOE-
V is relatively flat, indicating that specialization of the node experts might have some room
for improvement (additional discussion in Appendix E.2). Analogous to scene graphs-based
explanations in visual QA Ghosh et al. [2019], peaky distributions over nodes can be considered
as an explanation through supporting nodes.

MOE-V learns the node semantics: The network learned the semantic grouping of the nodes
(contextualizers, situation, mediators), which became evident when plotting the correlation
between the gate weights. As Figure 6.7 shows, there is a strong negative correlation between the
situation nodes and the context nodes, indicating that only one of them is activated at a time.
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Figure 6.7: Correlation between probability assigned to each semantic type of the node by MOE-V

6.5 Summary and Conclusion
Cognitive science suggests that people form “mental models” of a situation to answer questions
about it. Drawing on those ideas, we have presented a simple instantiation in which the situational
model is an inference graph. Different from GCN-based models popular in graph learning, we
use mixture-of-experts to pool graph representations. Our experiments show that MOE-based
pooling can be a strong (both in terms of performance and explainability) alternative to GCN

for graph-based learning for reasoning tasks. Our method establishes a new state-of-the-art on
three defeasible reasoning datasets. Overall, our method shows that performance can be improved
by guiding a system to “think about” a question and explicitly model the scenario, rather than
answering reflexively.
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Part III

Leveraging Structure During Inference
In Part 3 of this thesis, we address the challenges arising from the increasing size and

complexity of large pre-trained language models (LLMs). As LLMs grow, training them becomes
increasingly difficult due to their billions of parameters, often requiring infrastructure beyond the
reach of all but a few large companies. On the other hand, these larger models exhibit remarkable
few-shot inference capabilities, enabling them to perform a wide range of tasks with just a few
examples. This often results in superior performance compared to smaller fine-tuned models.

Given the limitations imposed by the size of these models, the techniques presented in the
previous chapters may not be directly applicable. However, we demonstrate that infusing structure
remains advantageous even in the few-shot prompting regime. By incorporating structure during
inference time, we can still achieve significant improvements in model performance, overcoming
the constraints imposed by the model’s size.

The chapters included in this part are:

1. Chapter 7 introduces CoCoGen, an approach for structured commonsense reasoning using
large language models, which treats structured commonsense reasoning tasks as code
generation tasks (EMNLP 2022).

2. Chapter 8 presents the Program-Aided Language models (PAL) approach, which leverages
large language models for problem understanding and decomposition while outsourcing
the solution step to a runtime (under submission at ICML 2023). This approach leads to
improved performance in arithmetic and symbolic reasoning tasks.

These chapters highlight the value of incorporating structure during inference in the context
of few-shot prompting, showcasing that even in the face of growing model complexity, we can
still improve LLM performance by leveraging structured approaches.
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Chapter 7

Language Models of Code are Few-Shot
Commonsense Learners

We address the general task of structured commonsense reasoning: given a natural language input,
the goal is to generate a graph such as an event or a reasoning-graph. To employ large language
models (LMs) for this task, existing approaches “serialize” the output graph as a flat list of nodes
and edges. Although feasible, these serialized graphs strongly deviate from the natural language
corpora that LMs were pre-trained on, hindering LMs from generating them correctly. In this
paper, we show that when we instead frame structured commonsense reasoning tasks as code
generation tasks, pre-trained LMs of code are better structured commonsense reasoners than LMs
of natural language, even when the downstream task does not involve source code at all. We
demonstrate our approach across three diverse structured commonsense reasoning tasks. In all
these natural language tasks, we show that using our approach, a code generation LM (CODEX)
outperforms natural-LMs that are fine-tuned on the target task (e.g., T5) and other strong LMs
such as GPT-3 in the few-shot setting.

7.1 Introduction

The growing capabilities of large pre-trained language models (LLM) for generating text have
enabled their successful application in a variety of tasks, including summarization, translation,
and question-answering [Wang et al., 2019, Raffel et al., 2019, Brown et al., 2020a, Chowdhery
et al., 2022b].

Nevertheless, while employing LLMs for natural language (NL) tasks is straightforward, a
major remaining challenge is how to leverage LLMs for structured commonsense reasoning,
including tasks such as generating event graphs [Tandon et al., 2019], reasoning graphs [Madaan
et al., 2021b], scripts [Sakaguchi et al., 2021b], and argument explanation graphs [Saha et al.,
2021]. Unlike traditional commonsense reasoning tasks such as reading comprehension or
question answering, structured commonsense aims to generate structured output given a natural
language input. This family of tasks relies on the natural language knowledge learned by the
LLM, but it also requires complex structured prediction and generation.

To leverage LLM, existing structured commonsense generation models modify the output
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format of a problem. Specifically, the structure to be generated (e.g., a graph or a table) is
converted, or “serialized”, into text. Such conversions include “flattening” the graph into a list
of node pairs (Figure 7.1d), or into a specification language such as DOT [Figure 7.1c; Gansner
et al., 2006].

While converting the structured output into text has shown promising results Rajagopal et al.
[2021], Madaan and Yang [2021], LLM struggle to generate these “unnatural” outputs: LMs are
primarily pre-trained on free-form text, and these serialized structured outputs strongly diverge
from the majority of the pre-training data. Further, for natural language, semantically relevant
words are typically found within a small span, whereas neighboring nodes in a graph might be
pushed farther apart when representing a graph as a flat string.

Thus, a language model which was trained on natural language text is likely to fail to capture
the topology of the graph. Consequently, using LLM for graph generation typically requires a
large amount of task-specific training data, and their generated outputs show structural errors and
semantic inconsistencies, which need to be further fixed either manually or by using a secondary
downstream model [Madaan et al., 2021d].

Despite these struggles, the recent success of large-language models of code [Code-LLMs;
Chen et al., 2021d, Xu et al., 2022a] for tasks such as code generation from natural language
Austin et al. [2021], Nijkamp et al. [2022a], code completion Fried et al. [2022a], and code
translation Wang et al. [2021], show that Code-LLMs are able to perform complex reasoning on
structured data such as programs. Thus, instead of forcing LLM of natural language (NL-LLMs)
to be fine-tuned on structured commonsense data, an easier way to close the discrepancy between
the pre-training data (free-form text) and the task-specific data (commonsense reasoning graphs)
is to adapt LLMs that were pre-trained on code to structured commonsense reasoning in natural
language.

Thus, our main insight is that large language models of code are good structured commonsense
reasoners. Further, we show that Code-LLMs can be even better structured reasoners than NL-
LLMs, when converting the desired output graph into a format similar to that observed in the code
pre-training data. We call our method GPT-2: models of Code for Commonsense Generation, and
it is demonstrated in Figure 7.1.

Our contributions are as follows:

1. We highlight the insight that Code-LLMs are better structured commonsense reasoners than
NL-LLMs, when representing the desired graph prediction as code.

2. We propose GPT-2: a method for leveraging LLMs of code for structured commonsense
generation.

3. We perform an extensive evaluation across three structured commonsense generation tasks
and demonstrate that GPT-2 vastly outperforms NL-LLM, either fine-tuned or few-shot
tested, while controlling for the number of downstream task examples.

4. We perform a thorough ablation study, which shows the role of data formatting, model size,
and the number of few-shot examples.
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Take the pies out to cool Open cabinet drawer

Take out several plates

Begin putting
pies on plate

Fill pies onto
plates evenly

Serve the potpies on a plate

(a) The script G

class Tree:

goal = "serve the potpies on a
plate"

def init (self):
# nodes
take pies out to cool = Node()
open cabinet drawer = Node()
take out several plates = Node()
...
# edges
take pies out to cool.children =

[take out several plates]
open cabinet drawer.children =

[take out several plates]
...

(b) G converted to Python code Gc using our ap-
proach

digraph G {
begin -> take_pies_out_to_cool;
begin -> open_cabinet_drawer;
take_pies_out_to_cool ->

take_out_several_plates;
open_cabinet_drawer ->

take_out_several_plates;
take_out_several_plates ->

begin_putting_pies_on_plates;
begin_putting_pies_on_plates ->

serve_potpies_on_plate;
fill_pies_onto_plates_evenly ->

serve_potpies_on_plate;
serve_potpies_on_plate -> end;

}

(c) Straightforward encodings of the graph using the
“DOT”

[
(take_pies_out_to_cool,

take_out_several_plates),
(open_cabinet_drawer,

take_out_several_plates),
(take_out_several_plates,

begin_putting_pies_on_plates),
(take_out_several_plates,

fill_pies_onto_plates_evenly),
(begin_putting_pies_on_plates,

serve_potpies_on_plate),
(fill_pies_onto_plates_evenly,

serve_potpies_on_plate),
(serve_potpies_on_plate, end)

]

(d) Text format, or as a list of edges (node pairs)

Figure 7.1: An illustration of GPT-2 for the task of script generation. An input graph (7.1a)
is typically represented using the DOT format (7.1c) or as a list of edges (7.1d), which allows
modeling the graph using standard language models. These popular choices are sufficient in
principle; however, these formats are loosely structured, verbose, and not common in text corpora,
precluding language models from effectively generating them. In contrast, GPT-2 converts
structures into Python code (7.1b), allowing to model them using large-scale language models of
code.
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7.2 GPT-2: Representing Commonsense structures with code
We focus on tasks of structured commonsense generation. Each training example for such tasks
is in the form (T ,G), where T is a text input, and G is the structure to be generated (typically a
graph). The key idea of GPT-2 is transforming an output graph G into a semantically equivalent
program Gc written in a general-purpose programming language. In this work, we chose Python
due to its popularity in the training data of modern Code-LLMs [Xu et al., 2022a], but our
approach is agnostic to the programming language. The code-transformed graphs are similar in
their format to the pre-training data of Code-LLMs, and thus serve as easier to generalize training
or few-shot examples than the original raw graph. GPT-2 uses Code-LLMs to generate Gc given
T , which we eventually convert back into the graph G.

We use the task of script generation (PROSCRIPT, Figure 7.1) as a running example to motivate
our method: script generation aims to create a script (G) to achieve a given high-level goal (T ).

7.2.1 Converting (T ,G) into Python code
We convert a (T ,G) pair into a Python class or function. The general procedure involves adding the
input text T in the beginning of the code as a class attribute or descriptive comment, and encoding
the structure G using standard constructs for representing structure in code (e.g., hashmaps, object
attributes) or function calls. The goal here is to compose Python code that represents a (T ,G)
pair, but retains the syntax and code conventions of typical Python code.

For example, for the script generation task, we convert the (T ,G) pair into a Tree class (Fig-
ure 7.1b). The goal T is added as class attribute (goal), and the script G is added by listing the
nodes and edges separately. We first instantiate the list of nodes as objects of class Node. Then,
the edges are added as an attribute children for each node (Figure 7.1b). For example, we
instantiate the node “Take out several plates” as take out several plates = Node(),
and add it as a child of the node take pies out to cool.

While there are multiple ways of representing a training example as a Python class, we found
empirically that this relatively simple format is the most effective, especially with larger models.
We analyze the choice of format and its connection with the model size in Section 7.4.

7.2.2 Few-shot prompting for generating G
We focus on large-language models of the scale of CODEX [Chen et al., 2021b]. Due to their
prohibitively expensive cost to fine-tune, these large models are typically used in a few-shot
prompting mode. Few-shot prompting uses k input-output examples {(xi, yi)}ki=1 to create an
in-context prompt: p = x1 ⊕ y1 · x2 ⊕ y2 · . . . · xk ⊕ yk, where ⊕ is a symbol that separates an
input from its output, and · separates different examples.

A new (test) input x is appended to the prompt p (that is: p · x), and p · x ⊕ is fed to the
model for completion. As found by Brown et al. [2020a], large language models show impressive
few-shot capabilities in generating a completion ŷ given the input p · x ⊕. The main question is
how to construct the prompt?

In all experiments in this work, the prompt p consists of k Python classes, each representing
a (T ,Gc) pair. For example, for script generation, each Python class represents a goal T and a
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script Gc from the training set. Given a new goal T for inference, a partial Python class (i.e., only
specifying the goal) is created and appended to the prompt. Figure 7.2 shows such a partial class.
Here, the code generation model is expected to complete the class by generating the definition for
Node objects and their dependencies for the goal make hot green tea.

class Tree:
goal = "make hot green tea."

def init (self):
# generate

Figure 7.2: GPT-2 uses a prompt consisting of k (5-10) Python classes. During inference, the test
input is converted to a partial class, as shown above, appended to the prompt, and completed by a
code generation model such as CODEX.

In our experiments, we used CODEX [Chen et al., 2021b] and found that it nearly always
generates syntactically valid Python. Thus, the generated code can be easily converted back into a
graph and evaluated using the dataset’s standard, original, metrics. Appendix G.6 lists sample
prompts for each of the tasks we experimented with.

7.3 Evaluation

We experiment with three diverse structured commonsense generation tasks: (i) script gen-
eration (PROSCRIPT, Section 7.3.2), (ii) entity state tracking (PROPARA, Section 7.3.3), and
(iii) explanation graph generation (EXPLAGRAPHS, Section 7.3.4) Dataset details are included
in Appendix G.4. Despite sharing the general goal of structured commonsense generation, the
three tasks are quite diverse in terms of the generated output and the kind of required reasoning.

7.3.1 Experimental setup

Model As our main Code-LLM for GPT-2, we experiment with the latest version of CODEX

code-davinci-002 from OpenAI1 in few-shot prompting mode. While codex was initially
released as a code generation model2, OpenAI mentioned in a blog post released later that
code-davinci-002 was used to initialize text-davinci-002 [Fu and Khot, 2022]. This
suggests that code-based pre-training can boost a model’s general reasoning abilities – a finding
corroborated by recent research [Shao et al., 2024]. Also see [Fu and Khot, 2022] for a discussion
on how pretraining on code could have assisted reasoning capabilities for large language models.

Baselines We experimented with the following types of baselines:

1As of June 2022
2https://openai.com/blog/openai-codex
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BLEU ROUGE-L BLEURT ISO GED Avg(d) Avg(|V |) Avg(|E|)

G (reference graph) - - 1.00 0.00 1.84 7.41 6.80

T5 (fine-tuned) 23.80 35.50 -0.31 0.51 1.89 1.79 7.46 6.70

CURIE (15) 11.40 27.00 -0.41 0.15 3.92 1.47 8.09 6.16
DAVINCI (15) 23.11 36.51 -0.27 0.64 1.44 1.74 7.58 6.59
GPT-2 (15) 25.24 38.28 -0.26 0.53 2.10 1.79 7.44 6.70

Table 7.1: Semantic and structural metrics for the script generation task on PROSCRIPT. T5 is
fine-tuned on the entire dataset, while the few-shot models (CURIE, DAVINCI, CODEX) use 15
examples in the prompt.

1. Text few-shot: Our hypothesis is that code-generation models can be repurposed to gen-
erate structured output better. Thus, natural baselines for our approach are NL-LLMs –
language models trained on natural language corpus. We experiment with the latest versions
of CURIE (text-curie-001) and DAVINCI (text-davinci-002), the two GPT-3
based models by OpenAI [Brown et al., 2020a]. For both these models, the prompt consists
of (T ,G) examples, where G is simply flattened into a string (as in Figure 7.1c). DAVINCI

is estimated to be much larger in size than CURIE, as our experiments also reveal (Ap-
pendix G.1). DAVINCI, popularly known as GPT-3, is the strongest text-generation model
available through OpenAI APIs.3

2. Fine-tuning: we fine-tune a T5-large model for EXPLAGRAPHS, and use the results from
Sakaguchi et al. [2021b] on T5-xxl for PROSCRIPT tasks. In contrast to the few-shot setup
where the model only has access to a few examples, fine-tuned models observe the entire
training data of the downstream task.

Choice of prompt We created the prompt p by randomly sampling k examples from the training
set. As all models have a bounded input size (e.g., 4096 tokens for CODEX code-davinci-002
and 4000 for GPT-3 text-davinci-002), the exact value of k is task dependent: more exam-
ples can fit in a prompt in tasks where (T ,G) is short. In our experiments, k varies between 5 and
30, and the GPT-3 baseline is always fairly given the same prompts as CODEX. To control for
the variance caused by the specific examples selected into p, we repeat each experiment with at
least 3 different prompts, and report the average. We report the mean and standard deviations in
Appendix G.9.

GPT-2: We use GPT-2 to refer to setups where a CODEX is used with a Python prompt. In
Section 7.4, we also experiment with dynamically creating a prompt for each input example, using
a NL-LLMs with code prompts, and using Code-LLMs with textual prompts.

3https://beta.openai.com/docs/models/gpt-3
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Method prec rec F1

fine-tuned
T5 (100) 52.26 52.91 51.89
T5 (1k) 60.55 61.24 60.15
T5 (4k) 75.71 75.93 75.72

few-shot
CURIE (15) 10.19 11.61 10.62
DAVINCI (15) 50.62 49.30 48.92
GPT-2 (15) 57.34 55.44 56.24

Table 7.2: Precision, recall, and F1 for PROSCRIPT edge-prediction task. GPT-2 with 15 samples
outperforms strong few-shot models, and T5 trained on 100 samples.

7.3.2 Script generation: PROSCRIPT

Given a high-level goal (e.g., bake a cake), the goal of script generation is to generate a graph
where each node is an action, and edges capture dependency between the actions (Figure 7.1a). We
use the PROSCRIPT [Sakaguchi et al., 2021b] dataset, where the scripts are directed acyclic graphs,
which were collected from a diverse range of sources including ROCStories [Mostafazadeh et al.,
2016], Descript [Wanzare et al., 2016], and Virtual home [Puig et al., 2018].

Let G(V , E) be a script for a high-level goal T with node and edge sets V and E , respectively.
Following Sakaguchi et al. [2021b], we experiment with two sub-tasks: (i) script generation:
generating the entire script G(V , E) given a goal T , and (ii) edge prediction: predicting the edge
set E given the nodes V and the goal T .

Figure 7.1 shows an input-output example from PROSCRIPT, and our conversion of the graph
into Python code: we convert each node v ∈ V into an instance of a Node class; we create the
edges by adding children attribute for each of the nodes. Additional examples are present in
Figure 39

To represent a sample for edge prediction, we list the nodes in a random order (specified after
the comment # nodes in Figure 7.1b). The model then completes the class by generating the
code below the comment # edges.

Script Generation metrics We denote the script that was generated by the model as Ĝ, and
evaluate Ĝ vs. G for both semantic and structural similarity. To evaluate semantic similarity, we
use BLEU, ROUGE-L, and the learned metric BLEURT to determine the content overlap. Following
Sakaguchi et al. [2021b], we use the following metrics for structural evaluation of generated
scripts:

• Graph edit distance (GED): the number of required edits (node/edge removal/additions) to
transform Ĝ to G Abu-Aisheh et al. [2015];

• Graph isomorphism [ISO; Cordella et al., 2001]: determines whether Ĝ and G are isomor-
phic based on their structure, disregarding the textual content of nodes;

• Graph size: average number of nodes and edges, (|G(V )|, |G(E)|, |Ĝ(V )|, |Ĝ(V )) and the
average degree (d(G(V ))), where the high-level goal is for Ĝ to have as close measures to
G as possible.
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Edge Prediction metrics For the edge prediction task, the set of nodes is given, and the goal is
to predict the edges between them.

Following Sakaguchi et al. [2021b], we measure precision, recall, and F1 comparing the true
and predicted edges. Specifically, p = |E∩Ê|

|Ê| , r = |E∪Ê|
|E| , and F1 =

2pr
p+r

.

Action Entity

water light CO2

Initial states soil sun -

Roots absorb
water from soil roots sun ?

The water flows
to the leaf leaf sun ?

def main():
# init
# roots absorb water from soil
# the water flows to the leaf
# state_0 tracks the location/state water
# state_1 tracks the location/state light
# state_2 tracks the location/state CO2
def init():
state 0 = "soil"
state 1 = "sun"
state 2 = None

def roots absorb water from soil():
state 0 = "roots"
state 1 = "sun"
state 2 = "UNK"

def water flows to leaf():
state 0 = "leaf"
state 1 = "sun"
state 2 = "UNK"

Figure 7.3: A PROPARA example (left) and its corresponding Python code (right). We use a string
to represent a concrete location (e.g., soil), UNK to represent an unknown location, and None
to represent non-existence.

Results Table 7.1 shows the results for script generation. The main results are that GPT-2 (based
on CODEX), with just 15 prompt examples, outperforms the fine-tuned model T5 which has been
fine-tuned on all 3500 samples. Further, GPT-2 outperforms the few-shot NL-LM CURIE across all
semantic metrics and structural metrics. GPT-2 outperforms DAVINCI across all semantic metrics,
while DAVINCI performs slightly better in two structural metrics.

Table 7.2 shows the results for edge prediction: GPT-2 significantly outperforms the NL-LLMs
CURIE and DAVINCI. When comparing with T5, which was fine-tuned, GPT-2 with only 15
examples outperforms the fine-tuned T5 which was fine-tuned on 100 examples. The impressive
performance in the edge-generation task allows us to highlight the better ability of GPT-2 in
capturing structure, while factoring out all models’ ability to generate the NL content.

7.3.3 Entity state tracking: PROPARA

The text inputs T of entity state tracking are a sequence of actions in natural language about
a particular topic (e.g., photosynthesis) and a collection of entities (e.g., water). The goal is to
predict the state of each entity after the executions of an action. We use the PROPARA dataset Dalvi
et al. [2018] as the test-bed for this task.
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Model prec rec F1

CURIE 95.1 22.3 36.1
DAVINCI 75.5 47.1 58.0
GPT-2 80.0 53.6 63.0

Table 7.3: 3-shots results on PROPARA. All numbers are averaged among five runs with different
randomly sampled prompts. GPT-2 significantly outperforms CURIE and DAVINCI.

We construct the Python code Gc as follows, and an example is shown in Figure 7.3. First, we
define the main function and list all n actions as comments inside the main function. Second,
we create k variables named as state k where k is the number of participants of the topic. The
semantics of each variable is described in the comments as well. Finally, to represent the state
change after each step, we define n functions where each function corresponds to an action. We
additionally define an init function to represent the initialization of entity states. Inside each
function, the value of each variable tells the state of the corresponding entity after the execution
of that action. Given a new test example where only the actions and the entities are give, we
construct the input string until the init function, and we append it to the few-shot prompts for
predictions.

Metrics We follow Dalvi et al. [2018] and measure precision, recall and F1 score of the predicted
entity states. We randomly sampled three examples from the training set as the few-shot prompt.

Results As shown in Table 7.3, GPT-2 achieves a significantly better F1 score than DAVINCI.
Across the five prompts, GPT-2 achieves 5.0 higher F1 than DAVINCI on average. In addition,
GPT-2 yields stronger performance than CURIE, achieving F1 of 63.0, which is 74% higher than
CURIE (36.1).4

In PROPARA, GPT-2 will be ranked 6th on the leaderboard.5 However, all the methods above
GPT-2 require fine-tuning on the entire training corpus. In contrast, GPT-2 uses only 3 examples
in the prompt and has a gap of less than 10 F1 points vs. the current state-of-the-art [Ma et al.,
2022]. In the few-shot settings, GPT-2 is state-of-the-art in PROPARA.

7.3.4 Argument graph generation: EXPLAGRAPHS

Given a belief (e.g., factory farming should not be banned) and an argument (e.g., factory farming
feeds millions), the goal of this task is to generate a graph that uses the argument to either support
or counter the belief [Saha et al., 2021]. The text input to the task is thus a tuple of (belief,
argument, “supports”/“counters”), and the structured output is an explanation graph (Figure 7.4).

We use the EXPLAGRAPHS dataset for this task [Saha et al., 2021]. Since we focus on
generating the argument graph, we take the stance as given and use the stance that was predicted

4CURIE often failed to produce output with the desired format, and thus its high precision and low recall.
5As of 10/11/2022, https://leaderboard.allenai.org/propara/submissions/

public
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Factory
Farming Millions

FoodNecessary

Banned

causes

has context desires

has context

not desires

class ExplanationDAG:

def init (self):
belief = "factory farming should not be

banned."
argument = "Factory farming feeds

millions."
stance = "support"

# Edges
begin = ["factory farming", "millions"]
add edge("factory farming", "causes",

"food")
add edge("factory farming", "has context",

"necessary")
add edge("food", "has context",

"necessary")
add edge("necessary", "not desires",

"banned")
add edge("millions", "desires", "food")

Figure 7.4: An explanation graph (left) and the corresponding Python code (right)

by a stance prediction model released by Saha et al..
To convert an EXPLAGRAPHS to Python, the belief, argument, and stance are instantiated as

string variables. Next, we define the graph structure by specifying the edges. Unlike PROSCRIPT,
the edges in EXPLAGRAPHS are typed. Thus, each edge is added as an add edge(source,
edge type, destination) function call. We also list the starting nodes in a list instantiated
with a begin variable (Figure 7.4). Given a test example, we construct the input until the line of
# Edges and let a model complete the remaining.

Metrics We use the metrics defined by Saha et al. [2021] (see Section 6 of Saha et al. [2021]
for a detailed description of the mechanisms used to calculate these metrics):
• Structural accuracy (StCA): fraction of graphs that are connected DAGs with two concepts

StCA (↑) SeCA (↑) G-BS (↑) GED (↓) EA (↑)

fine-tuned
T5 (150) 12.56 6.03 9.54 91.06 7.77
T5 (1500) 38.19 21.86 29.37 73.09 23.41
T5 (2500) 43.22 29.65 33.71 69.14 26.38

few-shot
CURIE (30) 5.03 1.26 3.95 96.74 2.60
DAVINCI (30) 23.62 10.80 18.46 83.83 11.84
GPT-2 (30) 45.20 23.74 34.68 68.76 23.58

Table 7.4: Results for EXPLAGRAPHS (eval split). GPT-2 with only 30 examples outperforms the
T5 model which was fine-tuned on 1500 examples, across all metrics.
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EXPLAGRAPHS PROSCRIPT (edge-prediction)
StCA (↑) SeCA (↑) G-BS (↑) GED (↓) EA (↑) p r F1

DAVINCI + text 33.16 7.14 25.91 77.45 15.9 43.06 41.52 43.06
DAVINCI + code 33.00 15.37 26.15 76.91 16.68 50.62 48.27 49.3

CODEX + text 38.02 18.23 29.46 73.68 19.54 45.31 43.95 44.47
GPT-2 (CODEX + code) 45.20 23.74 34.68 68.76 23.58 57.34 55.44 56.52

Table 7.5: Teasing apart the contributions of a code generation model and a structured prompt.
The experiments show that both are helpful. DAVINCI, a text generation model, shows marginal
improvements with a code prompt (top two rows). Similarly, CODEX, a code generation model,
significantly benefits from a code prompt. Overall, CODEX with code prompt performs better
than the alternatives, across all metrics.

each from belief and the argument.
• Semantic correctness (SeCA): a learned metric that evaluates if the correct stance is inferred

from a (belief, graph) pair.
• G-BERTScore (G-BS): measures BERTscore- [Zhang et al., 2020a] based overlap between

generated and reference edges .
• GED (GED): avg. edits required to transform the generated graph to the reference graph.
• Edge importance accuracy (EA): measures the importance of each edge in predicting the target

stance. A high EA implies that each edge in the generated output contains unique semantic
information, and removing any edge will hurt.

Results Table 7.4 shows that GPT-2 with only 30 examples outperforms the T5 model that was
fine-tuned using 1500 examples, across all metrics. Further, GPT-2 outperforms the NL-LLMs
DAVINCI and CURIE with a text-prompt across all metrics by about 50%-100%.

7.4 Analysis

In this section, we analyze the effect of three important components of GPT-2: (i) the contributions
of Code-LLMs and structured prompt Gc; (ii) the selection of examples in the in-context prompt;
and (iii) the design of the Python class.

Structured Prompts vs. Code-LLMs Which component is more important, using a Code-
LLMs or the structured formatting of the input as code? To answer this, we experimented with a
text prompt with a primarily Code-LLM CODEX, and a code prompt with an NL-LLM, DAVINCI.
DAVINCI was initialized from CODEX. However, unlike Codex, which focused on generating
code, Davinci was specifically trained for following instructions in natural language [Fu and Khot,
2022]. Table 7.5 shows that both contributions are indeed important: performance improves
for the NL-LLM DAVINCI both when we use a code prompt, and when we use a Code-LLM.
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However when using both a Code-LLM and a code prompt – the improvement is greater than the
sum of each of these solely.

Dynamic prompt selection The prompts for all experiments in Section 7.3 were created by
random sampling of examples from the training set. Specifically, a set of k (T ,G) pairs are
sampled and concatenated into a prompt p, which we used for inference over all examples xtest in
the test set. As an alternative to creating prompts, there is now a growing interest in customizing
the in-context examples each example xtest. Popular techniques typically train a retriever, which
is used to fetch the closest examples [Liu et al., 2021a, Rubin et al., 2021, Poesia et al., 2021].
We also experimented with such dynamic creation of the prompt, that depends on the particular
test example. Specifically, following Poesia et al. [2021], we performed knowledge similarity
tuning (KST): we trained a retriever model to retrieve the k closest examples for a given input.

Setup p r F1

GPT-2 57.34 55.44 56.52
GPT-2 + KST 67.11 64.57 65.71

Table 7.6: Our retrieval mechanism is highly effective for edge prediction: the closest examples
are from similar domains and the model is able to leverage the information for better performance.

The results indicate that the efficacy of dynamic prompts depends on both the training data
and task. In the edge-prediction sub-task of PROSCRIPT, edges between events in similar scripts
are helpful, and Table 7.6 shows that the model was able to effectively leverage this information.
In the script generation sub-task of PROSCRIPT, Table 34 shows that KST provides gains as well
(Appendix G.2).

In EXPLAGRAPHS, we observed that the training data had multiple examples which were
nearly identical, and thus dynamically created prompts often included such duplicate examples,
effectively reducing diversity and prompt size (Table 35).

Python Formatting We performed an extensive study of the effect of the Python format on the
downstream task performance in Appendix G.7. We find that: (i) there are no clear task-agnostic
Python class designs that work uniformly well; and that (ii) larger models are less sensitive to
prompt (Python class) design. In general, our approach benefits the most from code formats that
as similar as possible to the conventions of typical code.

Human evaluation We conduct human evaluation of the graphs generated by GPT-2 and
DAVINCI to supplement automated metrics. The results (Appendix G.3) indicate that human
evaluation is closely correlated with the automated metrics: for EXPLAGRAPHS, graphs generated
by GPT-2 are found to be more relevant and correct. For PROSCRIPT generation, both DAVINCI

and GPT-2 have complementary strengths, but GPT-2 is generally better in terms of relevance.
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Chapter 8

PAL: Program-aided Language Models

Large language models (LLMs) have demonstrated an impressive ability to perform arithmetic and
symbolic reasoning tasks, when provided with a few examples at test time (“few-shot prompting”).
Much of this success can be attributed to prompting methods such as “chain-of-thought”, which
employ LLMs for both understanding the problem description by decomposing it into steps,
as well as solving each step of the problem. While LLMs seem to be adept at this sort of
step-by-step decomposition, LLMs often make logical and arithmetic mistakes in the solution
part, even when the problem is decomposed correctly. In this paper, we present Program-Aided
Language models (PAL): a novel approach that uses the LLM to read natural language problems
and generate programs as the intermediate reasoning steps, but offloads the solution step to a
runtime such as a Python interpreter. With PAL, decomposing the natural language problem
into runnable steps remains the only learning task for the LLM, while solving is delegated to the
interpreter. We demonstrate this synergy between a neural LLM and a symbolic interpreter across
13 mathematical, symbolic, and algorithmic reasoning tasks from BIG-Bench Hard and others.
In all these natural language reasoning tasks, generating code using an LLM and reasoning
using a Python interpreter leads to more accurate results than much larger models. For example,
PAL using CODEX achieves state-of-the-art few-shot accuracy on Math Reasoning, surpassing
PaLM-540B which uses chain-of-thought by absolute 15% top-1.1

8.1 Introduction

Until as recently as three years ago, reasoning was considered to be one of the most significant
challenges that large language models (LLMs) had not yet overcome [Marcus, 2018, 2020,
Garcez and Lamb, 2020]. Recently, LLMs have shown impressive success on a wide range of
reasoning tasks, including commonsense [Wei et al., 2021, Sanh et al., 2021, Madaan et al., 2022c],
mathematical [Lewkowycz et al., 2022, Wu et al., 2022a, Mishra et al., 2022], and symbolic
reasoning [Yao et al., 2022, Ahn et al., 2022], using few-shot prompting [Brown et al., 2020a].

This process has been accelerated by methods that require LLMs to generate their explicit
reasoning steps, such as “chain-of-thought” [Wei et al., 2022c], “scratchpads” [Nye et al., 2021a],

1Code and data at http://reasonwithpal.com.
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and “least-to-most” [Zhou et al., 2022] prompting. In particular, the widely used chain-of-
thought (COT) method presents the model with the explicit intermediate steps that are required
to reach the final answer. Then, the model is expected to apply a similar decomposition to the
actual test example, and consecutively reach an accurate final answer [Ling et al., 2017, Amini
et al., 2019]. Nevertheless, while LLMs can decompose natural language problems into steps
and perform simple arithmetic operations, their performance falls dramatically when dealing
with complex arithmetic [Hendrycks et al., 2021, Madaan and Yazdanbakhsh, 2022a] or large
numbers [Geva et al., 2020, Nogueira et al., 2021, Qian et al., 2022]. In fact, even when fine-tuning
a PaLM-based model on 164B tokens of explicit mathematical content, its two most common
failures are reportedly “incorrect reasoning” and “incorrect calculation” [Lewkowycz et al., 2022].

In this paper, we propose Program-Aided Language model (PAL): a novel approach that
uses an LLM to read natural language problems and generate programs as reasoning steps, but
offloads the solution step to a Python interpreter, as illustrated in Figure 8.1. This offloading
leverages an LLM that can decompose a natural language problem into programmatic steps,
which is fortunately available using contemporary state-of-the-art LLMs that are pre-trained on
both natural language and programming languages [Brown et al., 2020a, Chen et al., 2021c,
Chowdhery et al., 2022a]. While natural language understanding and decomposition require
LLMs, solving and reasoning can be done with the external solver. This bridges an important gap
in chain-of-thought-like methods, where reasoning chains can be correct but produce an incorrect
answer.

We demonstrate the effectiveness of PAL across 13 arithmetic and symbolic reasoning tasks.
In all these tasks, PAL using Codex [Chen et al., 2021c] outperforms much larger models such as
PaLM-540B using chain-of-thought prompting. For example, on the popular Math Reasoning
benchmark, PAL achieves state-of-the-art accuracy, surpassing PaLM-540B with chain-of-thought
by absolute 15% top-1 accuracy. When the questions contain large numbers, a dataset we call
GSM-HARD, PAL outperforms COT by an absolute 40%. We believe that this seamless synergy
between a neural LLM and a symbolic interpreter is an essential step towards general and robust
AI reasoners.

8.2 Background: Few-shot Prompting
Few-shot prompting leverages the strength of large-language models to solve a task with a set of
k examples that are provided as part of the test-time input [Brown et al., 2020a, Liu et al., 2021c,
Chowdhery et al., 2022a], where k is usually a number in the low single digits. These input-output
examples {(xi, yi)}ki=1 are concatenated in a prompt p ≡ ⟨x1 · y1⟩ ∥ ⟨x2 · y2⟩ ∥ . . . ∥ ⟨xk · yk⟩.
where “·” denotes the concatenation of an input and output, and “∥” indicate the concatenation of
different examples. During inference, a test instance xtest is appended to the prompt, and p ∥ xtest

is passed to the model which attempts to complete p ∥ xtest, and thereby generate an answer ytest.
Note that such few-shot prompting does not modify the underlying LLM.

Wei et al. [2022c] additionally augment each in-context example with chain of thought (COT)
intermediate steps. Specifically, each in-context example in the COT setup is a triplet ⟨xi, ti, yi⟩,
where xi and yi are input-output pair as before, and ti is a natural language description of the steps
that are needed to arrive at the output yi from the input xi. See Figure 8.1 for an example. With
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the additional “thoughts” ti, the prompt is set to p ≡ ⟨x1 · t1 · y1⟩ ∥ ⟨x2 · t2 · y2⟩ ∥ . . . ∥ ⟨xk · tk · yk⟩.
During inference, the new question xtest is appended to the prompt as before and supplied to

the LLM. Crucially, the model is tasked with generating both the thought ttest and the final answer
ytest. This approach of prompting the model to first generate a reasoning process ttest improves
the accuracy of the answer ytest across a wide range of tasks [Wang et al., 2022a, Wei et al., 2022c,
Zhou et al., 2022, Wang et al., 2022b].

8.3 Program-aided Language Models
In a Program-aided Language model, we propose to generate the thoughts t for a given natu-
ral language problem x as interleaved natural language (NL) and programming language (PL)
statements. Since we delegate the solution step to an interpreter, we do not provide the final
answers to the examples in our prompt. That is, every in-context example in PAL is a pair ⟨xi, ti⟩,
where tj = [s1, s2, . . . , sN ] with each si ∈ NL∪ PL, a sequence of tokens in either NL or PL. The
complete prompt is thus p ≡ ⟨x1 · t1⟩ ∥ ⟨x2 · t2⟩ ∥ . . . ∥ ⟨xk · tk⟩.

Given a test instance xtest, we append it to the prompt, and p∥xtest is fed to the LM. We let the
LM generate a prediction ttest, which contains both the intermediate steps and their corresponding
programmatic statements.

Example A close-up of the example from Figure 8.1 is shown in Figure 8.2. While chain-
of-thought only decomposes the solution in the prompt into natural language steps such as
Roger started with 5 tennis balls and 2 cans of 3 tennis balls each is 6 , in PAL we also aug-

ment each such NL step with its corresponding programmatic statement such as tennis balls = 5
and bought balls = 2 * 3 . This way, the model learns to generate a program that will
provide the answer for the test question, instead of relying on LLM to perform the calculation
correctly.

We prompt the language model to generate NL intermediate steps using comment syntax
(e.g. “# ...” in Python) such they will be ignored by the interpreter. We pass the generated
program ttest to its corresponding solver, we run it, and obtain the final run result ytest. In this
work we use a standard Python interpreter, but this can be any solver, interpreter or a compiler.

Crafting prompts for PAL In our experiments, we leveraged the prompts of existing work
whenever available, and otherwise randomly selected the same number (3-6) of examples as
previous work for creating a fixed prompt for every benchmark. In all cases, we augmented the
free-form text prompts into PAL-styled prompts, leveraging programming constructs such as for
loops and dictionaries when needed. Generally, writing PAL prompts is easy, and does not require
more effort than writing the initial COT prompts.

We also ensure that variable names in the prompt meaningfully reflect their roles. For
example, a variable that describes the number of apples in the basket should have a name such as
num apples in basket. This keeps the generated code linked to the entities in the question.
In Section 8.6, we show that such meaningful variable names are critical to the downstream
performance. Notably, it is also possible to incrementally run the PL segments and feed the
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execution results back to the LLM to generate the following blocks. For simplicity, in our
experiments, we used a single, post-hoc, execution.

This work focuses on COT-style reasoning chain, but in ?? we show that PAL also improves
Least-to-Most [Zhou et al., 2022] prompts, which introduce reasoning chains that decompose a
question into sub-questions.

8.4 Experimental Setup
Data and in-context examples We experiment with three broad classes of reasoning tasks:
(1) mathematical problems (§8.4.1) from a wide range of datasets including Math Reason-
ing [Cobbe et al., 2021], SVAMP [Patel et al., 2021], ASDIV [Miao et al., 2020], and MAWPS [Koncel-
Kedziorski et al., 2016]; (2) symbolic reasoning (§8.4.2) from BIG-Bench Hard [Suzgun et al.,
2022a]; (3) and algorithmic problems (§8.4.3) from BIG-Bench Hard as well. Details of all
datasets are shown in ??. For all of the experiments for which COT prompts were available, we
used the same in-context examples as used by previous work. Otherwise, we randomly sampled a
fixed set of in-context examples, and used the same set for PAL and COT.

Baselines We consider three prompting strategies: DIRECT prompting – the standard prompting
approach using pairs of questions and immediate answers (e.g., Answer: 11 ) as in Brown et al.
[2020a]; chain-of-thought (COT) prompting [Wei et al., 2022c]; and our PAL prompting. We
performed greedy decoding from the language model using a temperature of 0. Unless stated
otherwise, we used CODEX (code-davinci-002) as our backend LLM for both PAL, DIRECT,
and COT. In datasets where results for additional base LMs, such as PaLM-540B, were available
from previous work, we included them as COT PaLM-540B.

8.4.1 Mathematical Reasoning
We evaluate PAL on eight mathematical word problem datasets. Each question in these tasks is an
algebra word problem at grade-school level. An example for a question and PAL example prompt
is shown in Figure 8.3. We found that using explicit NL intermediate steps does not further benefit
these math reasoning tasks, hence we kept only the meaningful variable names in the prompt.

8.4.2 Symbolic Reasoning
We applied PAL to three symbolic reasoning tasks from BIG-Bench Hard [Suzgun et al., 2022a],
which involve reasoning about objects and concepts: (1) COLORED OBJECTS requires answering
questions about colored objects on a surface. This task requires keeping track of relative positions,
absolute positions, and the color of each object. ?? shows an example for a question and example
PAL prompt. (2) PENGUINS describes a table of penguins and some additional information in
natural language, and the task is to answer a question about the attributes of the penguins, for
example, “how many penguins are less than 8 years old?”. While both PENGUINS and COLORED

OBJECT tasks require tracking objects, PENGUINS describes dynamics as well, since the penguins
in the problem can be added or removed. Figure 50 in Appendix H.11 shows an example for a
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Math Reasoning GSM-HARD SVAMP ASDIV SINGLEEQ SINGLEOP ADDSUB MULTIARITH

DIRECT Codex 19.7 5.0 69.9 74.0 86.8 93.1 90.9 44.0
COT UL2-20B 4.1 - 12.6 16.9 - - 18.2 10.7
COT LaMDA-137B 17.1 - 39.9 49.0 - - 52.9 51.8
COT Codex 65.6 23.1 74.8 76.9 89.1 91.9 86.0 95.9
COT PaLM-540B 56.9 - 79.0 73.9 92.3 94.1 91.9 94.7
COT Minerva 540B 58.8 - - - - - - -
PAL 72.0 61.2 79.4 79.6 96.1 94.6 92.5 99.2

Table 8.1: Problem solve rate (%) on mathematical reasoning datasets. The highest number on
each task is in bold. The results for DIRECT and PaLM-540B are from Wei et al. [2022c], the
results for LaMDA and UL2 are from Wang et al. [2022b], and the results for Minerva are from
Lewkowycz et al. [2022]. We ran PAL on each benchmark 3 times and report the average; the
standard deviation is provided in Table 53.

question, a chain-of-thought prompt, and PAL prompt. (3) DATE is a date understanding task that
involves inferring dates from natural language descriptions, performing addition and subtraction
of relative periods of time, and having some global knowledge such as “how many days are
there in February”, and performing the computation accordingly. Appendix H.11 shows example
prompts.

8.4.3 Algorithmic Tasks
Finally, we compare PAL and COT on algorithmic reasoning. These are tasks where a human pro-
grammer can write a deterministic program with prior knowledge of the question. We experiment
with two algorithmic tasks: OBJECT COUNTING and REPEAT COPY. OBJECT COUNTING in-
volves answering questions about the number of objects belonging to a certain type. For example,
as shown in Figure 8.5: “I have a chair, two potatoes, a cauliflower, a lettuce head, two tables,
... How many vegetables do I have?”). REPEAT COPY requires generating a sequence of words
according to instructions. For example, as shown in Appendix H.11: “Repeat the word duck four
times, but halfway through also say quack”).

8.5 Results

8.5.1 Math Results
Table 8.1 shows the following results: across all tasks, PAL using Codex sets a new few-shot
state-of-the-art top-1 decoding across all datasets, outperforming COTCodex, COTPaLM-540B, and
COTMinerva 540B which was fine-tuned on explicit mathematical content.

Interestingly, COT also benefits from Codex over PaLM-540B in some of the datasets such
as ASDIV, but performs worse than PaLM-540B in others such as SVAMP. Yet, using PAL further
improves the solve rate across all datasets.
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COLORED OBJECT PENGUINS DATE REPEAT COPY OBJECT COUNTING

DIRECT Codex 75.7 71.1 49.9 81.3 37.6
COT LaMDA-137B - - 26.8 - -
COT PaLM-540B - 65.1 65.3 - -
COT Codex 86.3 79.2 64.8 68.8 73.0
PAL Codex 95.1 93.3 76.2 90.6 96.7

Table 8.2: Solve rate on three symbolic reasoning datasets and two algorithmic datasets, In all
datasets, PAL achieves a much higher accuracy than chain-of-thought. Results with closed models
LaMDA-137B and PaLM-540B are included if available to public Wei et al. [2022c], Suzgun et al.
[2022a].

GSM-HARD LLMs can perform simple calculations with small numbers. However, Madaan and
Yazdanbakhsh [2022a] found that 50% of the numbers in the popular Math Reasoning dataset
of math reasoning problems are integers between 0 and 8. This raises the question of whether
LLMs can generalize to larger and non-integer numbers? We constructed a harder version of
Math Reasoning, which we call GSM-HARD, by replacing the numbers in the questions of Math
Reasoning with larger numbers. Specifically, one of the numbers in a question was replaced with
a random integer of up to 7 digits. More details regarding the this new dataset are provided in
H.9. On GSM-HARD (Table 8.1), the accuracy of DIRECT drops dramatically from 19.7% to 5.0%
(a relative drop of 74%), the accuracy of COT drops from 65.6% to 20.1% (a relative drop of
almost 70%), while PAL remains stable at 61.5%, dropping by only 14.3%. The results of COT
on GSM-HARD did not improve even when we replaced its prompts with prompts that include
large numbers (Appendix H.2).

This shows how PAL provides not only better results on the standard benchmarks, but is also
much more robust. In fact, since PAL offloads the computation to the Python interpreter, any
complex computation can be performed accurately given the correctly generated program.

Large Numbers or Incorrect Reasoning? Are the failures on GSM-HARD primarily due to the
inability of LLMs to do arithmetic, or do the large numbers in the question “confuse” the LM which
generates irrational intermediate steps? To investigate this, we evaluated the outputs generated by
COT for the two versions of the same question (with and without large numbers). We find that
in 16 out of 25 cases we analyzed, COT generates nearly identical natural language “thoughts”,
indicating that the primary failure mode is the inability to perform arithmetic accurately. Sample
outputs are provided in the Appendix, ??.

Multi-sample Generation As found by Wang et al. [2022b], chain-of-thought-style methods
can be further improved by sampling k > 1 outputs, and selecting the final answer using majority
voting. We thus repeated the greedy-decoding experiments using nucleus sampling [Holtzman
et al., 2020] with p = 0.95 and k = 40 as in Lewkowycz et al. [2022] and temperature of 0.7.
As shown in Table 8.3, this further increases the accuracy of PAL from 72.0% to 80.4% on
Math Reasoning, obtaining 1.9% higher accuracy than Minerva-540B using the same number of
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Math Reasoning majority@40

COT UL2-20B 7.3
COT LaMDA-137B 27.7
COT Codex 78.0
COT PaLM-540B 74.4
COT Minerva 540B 78.5
PAL Codex 80.4

Table 8.3: Problem solve rate (%) on Math Reasoning using majority@40 [Wang et al., 2022b]

samples.

8.5.2 Symbolic Reasoning & Algorithmic Tasks Results
Results for symbolic reasoning and algorithmic tasks are shown in Table 8.2. In COLORED

OBJECTS, PAL improves over the strong COT by 8.8%, and by 19.4% over the standard direct
prompting. In PENGUINS, PAL provides a gain of absolute 14.1% over COT. In DATE, PAL
further provides 11.4% gain over both COT Codex, PaLM-540B, and LaMDA-137B.

The two rightmost columns of Table 8.2 show that PAL is close to solving OBJECT COUNTING,
reaching 96.7% and improving over COT by absolute 23.7%. Similarly, PAL vastly outperforms
COT by absolute 21.8% on REPEAT COPY. Surprisingly, DIRECT prompting performs better than
COT on REPEAT COPY. Yet, PAL improves over DIRECT by 9.3% in REPEAT COPY.

Is PAL sensitive to the complexity of the question? We examined how the performance of
PAL and COT changes as the complexity of the input question grows, measured as the number
of objects in the question of COLORED OBJECTS. As shown in Figure 8.6, PAL outperforms
COT across all input lengths. As the number of objects in the question increases, COT’s accuracy
is unstable and drops, while PAL remains consistently close to 100%. More analysis on the
token-level predictions can be found in Appendix H.7.

8.6 Analysis
Does PAL work with weaker LMs? In all our experiments in Section 8.5, PAL used the
code-davinci-002 model; but can PAL work with weaker models of code? We compared
PAL with COT when both prompting approaches use the same weaker base LMs code-cushman-001
and code-davinci-001. As shown in Figure 8.7, even though the absolute accuracies of
code-cushman-001 and code-davinci-001 are lower, the relative improvement of PAL
over COT remains consistent across models. This shows that PAL can work with weaker models,
while its benefit scales elegantly to stronger models as well.

Is PAL limited to Code-LMs? We also experimented with PAL using the text-davinci
series. Figure 8.8 shows the following interesting results: when the base LM’s “code model-
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ing ability” is weak (using text-davinci-001), COT performs better than PAL. However,
once the LM’s code modeling ability is sufficiently high (using text-davinci-002 and
text-davinci-003), PAL outperforms COT, and PAL text-davinci-003 performs almost as
PAL code-davinci-002. This shows that PAL is not limited to LMs of code, but it can work with
LMs that were mainly trained for natural language, if they have a sufficiently high coding ability.

The base ChatGPT (gpt-3.5-turbo) appears to be stronger than the base text-davinci-003
on Math Reasoning. However as shown in Figure 8.8, PAL further improves even the strong
ChatGPT model by 2.8% absolute.

Is PAL better because of the Python prompt or because of the interpreter? We experimented
with generating Python code, while requiring the neural LM to “execute” it as well, without using
an interpreter, following Nye et al. [2021a], Madaan et al. [2022c]. We created prompts that
are similar to PAL’s, except that they do include the final answer. This resulted in a 23.2 solve
rate on Math Reasoning, much lower than PAL (72.0), and only 4.5 points higher than DIRECT.
These results reinforce our hypothesis that the main benefit of PAL comes from the synergy
with the interpreter, and not only from having a better prompt. Additional details are provided
in Appendix H.2. For additional discussion on code-prompts compared to textual-prompts, see
Appendix H.7.

Do variable names matter? In all our experiments, we used meaningful variable names in
the PAL prompts, to ease the model’s grounding of variables to the entities they represent. For
the Python interpreter, however, variable names are meaningless. To measure the importance of
meaningful variable names, we experimented with two prompts variants:

1. PAL−comment – the PAL prompt without intermediate NL comments.

2. PAL−var
−comment – the PAL prompt without intermediate NL comments and with variable names

substituted with random characters.

The results are shown in Figure 8.9. In COLORED OBJECTED and DATE, removing intermedi-
ate NL comments but keeping meaningful variable names (PAL−comment) – slightly reduces the
accuracy compared to the full PAL prompt, but it still achieves higher accuracy than the baselines
COT. Removing variable names as well (PAL−var

−comment) further decreases accuracy, and performs
worse than COT. Since variable names have an important part in code quality [Gellenbeck and
Cook, 1991, Takang et al., 1996], meaningful variable names are only expected to ease reasoning
for Codex, which was trained on mostly meaningful names, as was also found by Madaan et al.
[2022c].

Is the generated code correct? All generated Python code was syntactically correct. Less than
1% of the examples raised an exception at runtime; among these examples, the most common
error was trying to use a variable that was not defined before (NameError).
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8.7 Related Work

Prompting Few-shot prompting Brown et al. [2020a] has been shown to be an effective approach
for a variety of tasks [Liu et al., 2021c] ranging from text- [Gehrmann et al., 2021a, Reif et al.,
2021, Wei et al., 2021, Sanh et al., 2021] to code-generation [Chen et al., 2021b]. Methods such
as chain-of-thought prompting (COT) have further unlocked a variety of reasoning tasks, boosting
the performance of models on a variety of benchmarks. Nevertheless, all previous approaches
suffer from inaccuracy in arithmetic calculation and incorrect reasoning [Lewkowycz et al., 2022,
Hendrycks et al., 2021, Madaan and Yazdanbakhsh, 2022a]. PAL avoids these problems by
offloading the calculation and some of the reasoning to a Python interpreter, which is correct by
construction, given the right program. , as we show in ??.

LMs with external tools Several prior works have equipped neural models with specialized
modules to create effective cascades [Dohan et al., 2022]. For example, Cobbe et al. [2021]
employ a calculator for arithmetic operations as a post hoc processing, and Demeter and Downey
[2020] add specialized modules for generating cities and dates. Unlike these works, PAL generates
code for a Python interpreter, which is general enough to handle both arithmetic calculations and
dates, without specialized modules and ad-hoc fixes. Chowdhery et al. [2022a] and Wei et al.
[2022c] have also experimented with external calculators; however, the calculator had improved
Codex by only 2.3% (absolute) on Math Reasoning and improved PaLM-540B by 1.7%, while
PAL improves Codex by 6.4% on the same benchmark (Section 8.5.1). Similarly to our work,
Chowdhery et al. [2022a] have also experimented with generating Python code for solving the
Math Reasoning benchmark, but their experiments resulted in lower accuracy than the standard
PaLM-540B that uses chain-of-thought. Pi et al. [2022] pretrain the model on execution results
of random expressions on a calculator, instead of using the solver at test time as well. While their
model can hypothetically perform arithmetic better than other pretrained LMs, their results on the
SVAMP benchmark are much lower: 57.4% using a T5-11B model, while PAL achieves 79.4%
on the same benchmark without any specialized pretraining.

Shortly after a preprint of our work was submitted to arXiv, another related work on “program
of thought prompting” Chen et al. [2022] was also submitted to arXiv. Their method is concep-
tually similar to ours, but Chen et al. [2022] (1) only demonstrates efficacy on mathematical
problems, whereas we demonstrate gains on symbolic and algorithmic benchmarks as well, and
(2) chose benchmark-specific prompt examples, while we used the same prompt examples as
previous work, to disentangled the benefit of our approach from the benefit of the choice of
examples.

Semantic parsing Our work can also be seen as a very general form of semantic parsing, where
instead of parsing into strict domain-specific languages, the model generates free-form Python
code. Some works constrain the decoder using a Context-Free Grammar (CFG) to generate a
domain-specific meaning representation [Shin and Van Durme, 2021] or a canonical utterance,
which can be converted to a Lisp-like meaning representation [Shin et al., 2021]. Nye et al.
[2021b] first generate candidate sentences using a language model; then, another language model
(GPT-3) is used to derive logical constraints entailed by each candidate; these constraints are then
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cross-checked with a predefined list of facts to rank the candidates. In contrast, PAL does not
require any constraining or domain-specific representations other than Python code. Further, LMs
that were pretrained on Python are abundant compared to other domain-specific languages, making
Python code a much more preferable representation. Andor et al. [2019] generate task-specific
arithmetic operations for reading comprehension tasks; Gupta et al. [2019] design neural modules
such as count to deal with arithmetic operations. PAL generalizes these works by generating
general Python programs, without the need for defining specialized modules. The closest work to
ours technically may be Binder [Cheng et al., 2022], but it addressed mostly answering questions
about tables using SQL and SQL-like Python.

89



March 8, 2024
DRAFT

A: The bakers started with 200 loaves 
loaves_baked = 200 
They sold 93 in the morning and 39 in the afternoon 
loaves_sold_morning = 93 
loaves_sold_afternoon = 39 
The grocery store returned 6 loaves. 
loaves_returned = 6 
The answer is 
answer = loaves_baked - loaves_sold_morning
  - loaves_sold_afternoon + loaves_returned 

>>> print(answer) 
74 

Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now? 

A: Roger started with 5 tennis balls. 2 cans of 3 tennis
balls each is 6 tennis balls. 5 + 6 = 11. The answer is 11. 

Q: The bakers at the Beverly Hills Bakery baked 200
loaves of bread on Monday morning. They sold 93 loaves
in the morning and 39 loaves in the afternoon. A grocery
store returned 6 unsold loaves. How many loaves of
bread did they have left? 

Chain-of-Thought (Wei et al., 2022)
Input

Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now? 

A: Roger started with 5 tennis balls.  
tennis_balls = 5 
2 cans of 3 tennis balls each is 
bought_balls = 2 * 3 
tennis balls. The answer is  
answer = tennis_balls + bought_balls 

Q: The bakers at the Beverly Hills Bakery baked 200
loaves of bread on Monday morning. They sold 93 loaves
in the morning and 39 loaves in the afternoon. A grocery
store returned 6 unsold loaves. How many loaves of bread
did they have left? 

Program-aided Language models (this work)
Input

Model Output

A: The bakers started with 200 loaves. They sold 93 in
the morning and 39 in the afternoon. So they sold 93 +
39 = 132 loaves. The grocery store returned 6 loaves. So
they had 200 - 132 - 6 = 62 loaves left.  
The answer is 62. 

Model Output

❌

Figure 8.1: A diagram illustrating PAL: Given a mathematical reasoning question, Chain-of-
thought (left) generates intermediate reasoning steps of free-form text. In contrast, Program-aided
Language models (PAL, right) generate intermediate steps and Python code. This shifts the
role of running the reasoning steps from the language model to the Python interpreter. The
final answer is obtained by running the generated reasoning chain. Chain-of-thought reasoning
is highlighted in blue ; PAL steps are highlighted in gray and pink ; the Python
interpreter run is highlighted in black and green .
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A: Roger started with 5 tennis balls.  
tennis_balls = 5 
2 cans of 3 tennis balls each is 
bought_balls = 2 * 3 
tennis balls. The answer is  
answer = tennis_balls + bought_balls 

Figure 8.2: A close-up of a single example from a PAL prompt. Chain-
of-thought reasoning is highlighted in blue , and PAL programmatic steps are
highlighted in gray and pink .

Q: Olivia has $23. She bought five bagels for $3 each. How much money does
she have left?

money_initial = 23
bagels = 5
bagel_cost = 3
money_spent = bagels * bagel_cost
money_left = money_initial -

money_spent
answer = money_left

Figure 8.3: Example prompt for the mathematical reasoning tasks, from the Math Reasoning
benchmark.

91



March 8, 2024
DRAFT

Q: On the table, you see a bunch of objects arranged in a row: a purple
paperclip, a pink stress ball, a brown keychain, a green scrunchiephone charger,
a mauve fidget spinner, and a burgundy pen. What is the color of the object
directly to the right of the stress ball?

...
stress_ball_idx = None
for i, object in enumerate(objects):

if object[0] == 'stress ball':
stress_ball_idx = i
break

# Find the directly right object
direct_right =

objects[stress_ball_idx+1]
# Check the directly right object's

color
answer = direct_right[1]

Figure 8.4: An example for a PAL prompt in the COLORED OBJECTS task. For space considera-
tions, we omit the code that creates the list objects.

Q: I have a chair, two potatoes, a cauliflower, a lettuce head, two tables, a
cabbage, two onions, and three fridges. How many vegetables do I have?

# note: I'm not counting the chair,
tables, or fridges

vegetables_to_count = {
'potato': 2,
'cauliflower': 1,
'lettuce head': 1,
'cabbage': 1,
'onion': 2

}
answer =

sum(vegetables_to_count.values())

Figure 8.5: An example for a PAL prompt in the OBJECT COUNTING task. The base LM is
expected to convert the input into a dictionary where keys are entities and values are their quantities,
while filtering out non-vegetable entities. Finally, the answer is the sum of the dictionary values.
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Figure 8.6: The solve rate on COLORED OBJECTS with respect to the number of objects included
in the test question.
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Part IV

Post-Inference Enchancements for LLMs
In this part of the thesis, we delve into the realm of post-inference enhancements for large

language models (LLMs), showcasing how structure can be harnessed even after the primary
stages of pre-training, fine-tuning, and inference. The chapters in this part demonstrate that there
are still opportunities to infuse structure and improve LLM outputs through user interactions
and iterative refinement, further emphasizing the significance of structure throughout the entire
lifecycle of LLMs.

The growing capabilities of LLMs have led to remarkable progress in various natural language
processing tasks. However, there remains room for improvement in their outputs, particularly
in the context of user interactions and incorporating feedback. By focusing on post-inference
enhancements, we aim to address these limitations and ensure that LLMs provide even more
accurate and useful results.

In this part, we present two chapters that explore different approaches to enhancing LLMs
post-inference:

1. Chapter 9 introduces MEMPROMPT, an approach that pairs GPT-3 with a memory of user
feedback for improved accuracy across diverse tasks. By recording misunderstandings and
user feedback, the system generates enhanced prompts for new queries based on past user
interactions. A variant of MEMPROMPT, FB-NET, leverages feedback to fix mistakes in the
outputs of a fine-tuned model for structured generation.

2. Chapter 10 presents Self-Refine, a framework for iteratively refining LLM outputs by
generating multi-aspect feedback. This approach does not require supervised training data
or reinforcement learning and works with a single LLM. Tested on various tasks, Self-Refine
outperforms direct generation and shows improvements over outputs generated directly
with GPT-3.5 and GPT-4. Despite its effectiveness, the current Self-Refine framework is
limited in its expressiveness. The loop of generate output, get feedback, and refine output is
currently linear. However, humans often create non-trivial outputs non-linearly. In this part,
we propose to explore planning approaches for non-linear Self-Refine.

Through these chapters, we highlight the importance of post-inference enhancements and how
they can further improve LLM outputs. This part of the thesis underscores the ongoing potential
of structure in the development and application of large language models.
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Our memory enhanced GPT-3 implementation.
u What word is similar to good?

GPT-3: The homophone of good is: wood.
u ”Similar to” means ”with similar mean-

ing”.
GPT-3: Noted [writes to memory]

u What word is similar to surprised?
GPT-3: The synonym of surprised is: amazed.

[Retrieves and adds to prompt ‘”Similar
to” means ”with similar meaning”’].

Figure 9.1: This paper enhances GPT-3 performance by looking up questions with a similar intent
that received any user feedback. Our approach is simple because only the question in the prompt
needs to be updated with relevant feedback, and no retraining is necessary.

Chapter 9

MemPrompt: Memory-assisted Prompt
Editing with User Feedback

9.1 Introduction

Language models are now better than ever before at generating realistic content, but still lack
commonsense Bender and Koller [2020], Marcus [2021]. One failure mode due to a lack of
commonsense is in misunderstanding a user’s intent. The typical remedy of retraining with more
data is prohibitive due to the cost and infrastructure requirements. In such cases, even if users
repeatedly observe the model making a mistake, there are no avenues to provide feedback to the
model to make it more accurate and personalized over time.

Our goal is to allow users to correct such errors directly through interaction, and without
retraining by injecting the knowledge required to correct the model’s misunderstanding. Building
upon the recent success of injecting commonsense in the input [Lewis et al., 2020b, Talmor et al.,
2020], we propose a novel approach of injecting knowledge in the input via interactive feedback
from an end-user.
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Figure 9.2: Proposed architecture: (left) GPT-3 does not account for user feedback. (right)
MemPrompt maintains a memoryM of corrective feedback, and searches for feedback from
prior queries with a similar intent as x using a retrieval functionM(x). x is then concatenated to
the retrieved feedback and appended to the prompt for querying GPT-3. Users can also give new
feedback on the model’s task understanding u, then added toM.

Our approach, MemPrompt, pairs GPT-3 with a growing memory of cases where the model
misunderstood user’s intent and was provided with corrective feedback. This feedback is question
dependent, and thus the prompt for each sample is edited to adapt to the input. In this sense,
our work can be seen as an instance of prompt engineering Liu et al. [2021b] which involves
editing the prompts. Our work adds interactivity to prompt engineering as it involves dynamically
updating the prompt for every instance.

Figure 9.1 presents a sample interaction between a user and GPT-3 that our setup enables.
The model was asked for a similar word. However, the model’s (incorrect) task understanding a
was “The homophone of good is”. The user can detect such discrepancy between the intended
and interpreted task instruction, and can provide feedback fb as ”similar to means with a similar
meaning”, clarifying that they actually wanted a synonym. Crucially, note that such instructional
correction is feasible even if the user does not know the correct answer to their question, as they
are critiquing the model’s understanding of their intent, rather than the answers themselves. Thus,
our setup does not require the users to be experts at tasks being solved, another advantage of our
approach.

Further, it is desirable to have a system that can leverage past feedback on new, unseen
examples for prompt-editing. We maintain a memoryM of such feedback as a set of key-value
pairs, where the key is a misunderstood question, and the value is the user’s feedback to correct
that misunderstanding. Given a new question, we check if the model has made a mistake on a
similar question earlier, by querying the memory for a similar question. If found, append the
corresponding feedback to the question prompt. This mechanism aims to prevent the model
from making the same type of mistake twice. This failure-driven reminding mechanism draws
inspiration from the theory of recursive reminding in psychology Jacoby and Wahlheim [2013],
which suggests humans index error corrections in the context in which those errors occurred.

This paper presents the general architecture for the system and provides representative imple-
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mentations for each component. We then demonstrate the system on four tasks, using simulated
user feedback: (1) lexical relations (e.g., antonyms, Figure 9.1), (2) word scrambling (e.g.,
anagrams), (3) ethical reasoning with user feedback being the appropriate class of ethical consid-
eration, e.g., “it is about cheating”, using a small set of categories, and (4) ethics reasoning with
user feedback being natural language. We find that in all cases, GPT-3’s accuracy significantly
increases with time, without retraining, as our approach enables it to use corrective feedback
from earlier examples to avoid similar misunderstandings on future examples. In summary, our
contributions are:
•We show that a large model like GPT-3 can be improved after deployment, without retraining,
through a memory-assisted architecture.
•Our implementation, MemPrompt, is the first demonstration that this is possible - this is an
important step forward for real use of LMs, and the paper sets out a general architecture that
others can build on, a specific implementation, and detailed evaluation on multiple tasks.

9.2 Approach

9.2.1 Memory enhanced GPT-3 architecture

In our setup, given an input x, a model generates an output y and a sentence a expressing its
understanding of the task, a skill learned through few-shot examples in the prompt (Appendix I.4).
The user can then critique a by providing natural language feedback fb. This is feasible even if
the user does not know the correctness of y because they are critiquing the model’s understanding
of their intent rather the answers themselves.

Task (fb type) (x→ y) a and fb

Lexical relations
(INS)

x: What sounds like good? a: Question is asking for a syn-
onym.

y: wood fb: No, I want a homophone.
Word scrambling
(INS)

x: Find the right word given this cycled word:
elylarg

a: The question is about ana-
gram.

y: largely fb: No, its about uncycling a
word.

Ethical reasoning
(CAT)

x: Turning my blender on at 3AM a: Question is about authority.

y: It’s bad. fb: No, it is about harm.
Ethical reasoning
(NL)

x: John has started using again after his
mother passed

a: Question is about spending
money.

y: It’s bad. fb: No, it is about drug use.

Table 9.1: Feedback types and demonstration of understanding: our system leverages user
feedback to prevent failures caused due to a misunderstanding of the task.

Given a new query, MemPrompt uses fb from similar, prior queries to enrich the (few-shot)
prompt p. We use the principle that if two inputs xi and xj are similar (i.e., xi ∼ xj), then
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their feedback fbi and fbj should be exchangeable (xi ∼ xj ⇔ fbi ∼ fbj). The underlying
assumption here is that for a fixed model, similar inputs will incur similar errors, and thus can use
the same feedback for correction. Fig. 9.2 gives an overview of MemPrompt, with the following
components:

MemoryM :M is a growing table of key (xi) - value (fbi) pairs that supports read, write, and
lookup operations. The write operation is used whenever a user gives new feedback.

LookupM(x) : The memory allows lookup operations, denoted asM(x), that matches the
query=x against all the keys ofM.

Combiner C(x,M(x)) : A gating function allowing irrelevant, retrieved feedback to be ignored.

Few-shot prompting Let us briefly recap few-shot prompting with GPT-3. Consider a general
setup where given an input x, a model is expected to generate an output y. In a few-shot
prompting mode [Brown et al., 2020b], a prompt p consists of k (x,y) “in-context” examples,
i.e., p = x1.y1#x2.y2 . . .#xk.yk, where # is a token separating examples and . indicates
concatenation. During inference, the user inputs a question xi, and the model is fed p # xi (i.e.,
the question suffixed to the prompt) and is expected to generate the answer yi as a continuation.

MemPrompt setup As mentioned, given an input x, we prompt the model to generate an output
y and a sentence a expressing its understanding of the task. Thus, the in-context examples for
MemPrompt are of the form x→ a,y. In addition to the input x, MemPrompt retrieves a fb if a
question similar to x has been asked before. To enable the model to react to such feedback, we
also include examples of the form (x, fb → a,y) in the prompt, which are aimed to teach the
model to react to fb (Appendix I.4).

9.2.2 Verbalizing Task Understanding
Existing methods for receiving user feedback typically assume the user knows the correct answer
y Elgohary et al. [2021a]. This assumption is paradoxical: if the user knew the answer, why would
they be using the model? Further, allowing only “oracle” users (who know correct y) might lead
to sampling biases. In real-world settings, it is common for users to not have the exact answer,
but rather, a general understanding of what they are searching for. Thus, we propose eliciting a
verbalization of task understanding a from the model in addition to the answer. End users can
thus critique a.

We operationalize this idea by including task verbalization in the prompt (Fig. 9.3). Given a
question What sounds like ¡ sighted ¿ ?, a vanilla prompting approach will generate the answer
cited. In contrast, we include a a the homophone for in the prompt. Large-scale language models,
such as GPT-3, have been shown to excel at reasoning with a limited number of examples, making
them well-suited to mimic the prompt and generate not only the answer, but also an understanding
of the task at hand. Given a test question What sounds similar to ¡ sighted ¿ ?, if the model
generates the word that has the same meaning as a, the user has a reason to believe that the answer
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is wrong. Our experiments demonstrate that GPT-3 models are able to generate this additional
information in all tasks presented.

Our approach is not foolproof— the model may spell out a wrong a while giving out the correct
answer, misleading the user into believing that there is an error (or vice-versa). Hallucinating
remains a critical limitation of generative models Cao et al. [2022], therefore additional heuristics
and model calibration might be necessary to make our approach foolproof. In practice, however,
we found such cases to be rare for the tasks in this paper.

(Word reasoning task)
Ques: What sounds like ¡ sighted ¿ ?
Ans: the homophone for sighted is cited.

(Ethical judgment task)
Situation: i heard that if you cringe about
your past it just means you’ve grown as a
person, for anyone who needs to hear it.
Morality Judgment: This question is about:
regretting poor decisions from your past.
The answer is it’s okay.

Figure 9.3: MemPrompt is tuned to generate task understanding + answer. This allows the users
to provide feedback on the task understanding even without knowing the actual answer.

9.2.3 Allowing GPT-3 to react to feedback
Once the feedback is received from the user, can the model successfully utilize it? By adding a
few examples of the form x, fb→ a,y in the prompt and setting fb = a, we force the model to
use the task understanding present in the input when generating the output (Figure 9.4). Recently,
it has been shown that such repetition plays a crucial role in the success of few-shot prompting
models [Madaan and Yazdanbakhsh, 2022b].

Ques: What is similar to popular ? clarifi-
cation: when I ask for similar to, I want a
synonym.
Ans: the synonym of popular is admired.

Figure 9.4: An in-context example of the form x, fb→ a,y, which encourages a to be like fb,
thereby conditioning the output to react to fb.

9.2.4 Feedback on model’s understanding
Within the setup x→ a,y, we focus on following two modes of failure:
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•Task instruction understanding: this is especially concerning in a multi-tasking setup, where the
model may consider the question to be about a different task than the one user intended.
•Task nuanced understanding: when the model understands the task type, but misunderstands the
subtle intent in a question.

Our primary goal is to elicit feedback on the model’s understanding of the task, however, we
also explore settings where an Oracle is available to provide feedback on the labels (as detailed in
Section ??). Finally, we note again that the model reacts to the feedback because some in-context
samples are of the form: (x, fb→ a,y). We consider a diverse set of tasks (x→ y), fb and a, as
summarized in Table 9.1.

9.2.5 Tasks

We apply our approach to four tasks: (1) lexical relations (e.g., antonyms, Figure 9.1), (2) word
scrambling (e.g., anagrams), (3) ethics (with user feedback being the appropriate class of ethical
consideration), and (4) ethics (with user feedback being natural language). For all five tasks, the
dataset consists of (x, fb → a,y) tuples, where fb clarifies the task in x. We have a simulated
conversational setting, in which a user can ask the model x (covering any of these five tasks). If
the model gives a wrong answer to query x, then fb is used as the simulated corrective feedback.
The sources for these datasets are listed in Appendix I.5.

Lexical Relations

The lexical relation task is to predict a word with a given lexical relationship to an input word.
We use five relationships: synonym (syn), antonym (ant), homophone (hom), definition (defn),
and sentence usage generation (sent).

Word Scrambling

For this task, given a word with its characters transformed, the model is expected to recover the
original characters. There are four transformation operations the user can request: reversal of
words (rev, yppup→ puppy), cycle letters in word (cyc, atc→ cat), random insertions (rand, c!r
ic/ke!t→ cricket), and anagrams by changing all but the first and last (anag1, eelhpnat→ elephant)
or all but the first and last 2 characters (anag2, elapehnt→ elephant). We use the original dataset
by Brown et al. [2020b].1

For both these tasks, each question can be asked in multiple ways (e.g., for synonym generation,
the users might ask questions of the form what is like, what has a similar sense, what is akin
to, what is something like, etc.) Similarly for the lexical relations task, we specify the task
description x using different phrasings, e.g., “rearrange the letters” (which the system sometimes
misunderstands), and the (simulated) user feedback fb is a clearer task description, e.g., “The
anagram is”. The system thus accumulates a set of (x, fb) pairs in memory after each failure,
helping it avoid future misunderstandings of x through feedback retrieval.

1word scrambling dataset https://github.com/openai/gpt-3/tree/master/data
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Ethical Reasoning (2 tasks)

For ethical reasoning, we consider a setup where given a situation (e.g., cheating on your partner),
the model is expected to provide a judgment on whether the situation is ethical or not (e.g., it’s not
okay). In addition to providing a judgment on the ethics of the situation, the model also elucidates
its understanding of what the question is about (e.g., being loyal). While the user may not know
the answer, we posit that they would be able to provide feedback on the broader context. For
example, if the model generates being financially savvy instead of being loyal for the situation
cheating on your partner, a user can still point out this problem and provide feedback.

We use a subset 2 of the dataset provided by DELPHI [Jiang et al., 2021]. We simulate two
different kinds of user feedback, using two of the annotations attached to each example in the
Delphi dataset:
• Categorical feedback (ERT-CAT): In this setting, the model generates its understanding u of the
situation by selecting one of 10 different possible categories of morality to which the situation
might belong: care, loyalty, authority, fairness, sanctity, degradation, cheating, subversion,
betrayal, and harm. These categories are explicitly provided for each example in the Delphi
dataset.
•Natural language feedback (ERT-NL): For this, we use the associated “rule of thumb” (RoT)
annotation —a general moral principle — attached to each example in the Delphi dataset. To
compile a challenging subset of the data for ERT-NL, we sample by input length, preferring long
x, with a short feedback fb. Specifically, we use the top 1% of the inputs by length to create a
challenging set of input situations (x). User feedback fb is a natural language feedback on the
understanding a.

In both the cases, the model is “taught” to generate a category a (as well as the okay/not-
okay answer y to the ethical question) by being given a few examples in the prompt prefix,
thus articulating which moral category (for ERT-CAT) or rule-of-thumb (for ERT-NL) it thinks is
applicable. The simulated feedback fb is the gold category associated with the example in the
question, if GPT-3 gets the answer wrong.

We selected these tasks because situations that involve reasoning about similar ethical princi-
ples can utilize similar past feedback. For example, sharing an extra umbrella with your friend if
they don’t have one, and donating surplus food to the homeless both involve compassion.

9.2.6 MemPrompt Implementation
Implementation of memoryM M uses the user input x as the key and the corresponding
feedback fb as value. Given a question xi, if the user detects that the model has misunderstood
the question, they may provide a fbi with clarification probability Pr(fbi). The (xi, fbi) pair is
stored in a memoryM, with xi as the key and fbi as the value. For a subsequent question xj , the
retrieverM(x) checks if a similar question appears in memory. If yes, then the corresponding
feedback is attached with the question and fed to the model for generation.

For example, a question asking for a synonym, such as what is akin to fast? might be
misinterpreted as a request for antonyms. As mentioned, in our setup, the model generates its

2social norms dataset (social-chemistry-101, Forbes et al. [2020]) https://github.com/mbforbes/
social-chemistry-101
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Figure 9.5: Sample snapshot of memory for lexical QA.

understanding of the task a, and not just the answer to the question. The user, by inspecting
a = The opposite of fast is: might determine that the model has misunderstood them, and give
feedback i wanted a synonym, which gets stored inM. If a similar question (e.g., what is akin
to pretty ?) is asked later by the same or a different user, the corresponding feedback (i wanted
a synonym) is attached with the question to generate the answer. Figure 9.5 illustrates a sample
memory for this task.

Implementation of retrieverM(x) A retrieved past feedback that is incorrect might cause the
model to make a mistake, thus necessitating a good retrieval function. We propose a two-stage
method for effective retrieval involving: transforming x, followed by a similarity lookup of the
transformed x inM. When the task involves high surface-level similarity among past feedback,
such as in lexical word tasks, then a simple heuristic-based transformation is sufficient. However,
such simple transformations are insufficient for tasks that involves more complex retrieval e.g.,
when two lexically dissimilar situations can share the same understanding. For example, consider
two situations from ERT-NL: Filling a false time sheet at work and Being at a party, and telling
parents I am studying. These situations look lexically dissimilar but correspond to the same
underlying social principle lying to authority. In our experiments, off-the-shelf methods failed to
address these challenges (see Section 9.3 later).

To address these challenges with transformation in complex tasks, we have designed a novel
SEQ2SEQ based transformation called GUD-IR. Given x, GUD-IR generates a transformed
feedback f̂ b for x using a generative SEQ2SEQ model. Our approach is inspired and supported
by the recent success of generate and retrieve Mao et al. [2021] methods. However, despite the
similarity, the methods have different goals: Mao et al. [2021] leverage generative models for
query expansion, whereas our goal is explainable input understanding. See Appendix I.2 for more
details on GUD-IR.

After the transformation stage, the closest matching entry is then used as the corresponding fb.
Transformation reducesM(x) to a search over fb1, fb2, . . . , fb|M| with f̂ b as the search query.
We compute similarity based on a fine-tuned Sentence transformers [Reimers and Gurevych,
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2019].

Implementation of combiner C C concatenates x with relevant fb retrieved by M(x). To
ensure that the x is appended with fb only if it is relevant, our current implementation of combiner
uses a threshold on the similarity score between the x and the closest feedback fb retrieved by
M(x). We rely on the model (GPT-3) to pay attention to the relevant parts of the input. Exploring
more complex gating mechanisms remains an important future work.

9.3 Experiments
Baselines We compare MemPrompt (memory-assisted prompt editing) with two baselines:
• NO-MEM This is the standard GPT-33 in few-shot prompting mode (hyper-parameters listed in
Appendix I.3). Input is p # xi (i.e., question xi appended to prompt p). It generates answer yi

and its understanding of the user’s intent ai.
• GROW-PROMPT: Similar to NO-MEM, but the p is continuously grown with a subset of memory
M that can fit within the prompt (max. 2048 tokens). The most recent subset ofM of memory
inserted is inserted in the prompt. The ethical reasoning tasks (ERT) involve long examples, and
the initial prompt itself takes close to the max allowed tokens. Thus, the GROW-PROMPT setup is
only provided for the lexical relations and word scrambling tasks.

Metrics We use two different metrics:
•Acc(y): % of cases where answer matched the ground truth.
•Acc(a): % of cases where the model’s understanding of user’s intent is correct. Acc(a) is also
referred to as instruction accuracy. As discussed in 9.2.4, depending on the task, the model
generates its understanding on either the instruction or semantics of the question.

Clarification probability In real-world cases, we cannot expect a user to provide feedback for
all the examples (e.g., the user might not know that the understanding of the model is wrong). To
simulate this realistic setting, we experiment with various values of clarification probabilities Pr.

9.3.1 MemPrompt improves GPT-3 accuracy

Does pairing GPT-3 with MemPrompt help? 9.3.1 empirically validates this on ethical reasoning
tasks and 9.3.1 on word reasoning tasks.

Ethical reasoning tasks

Table 9.2 presents results on the DELPHI dataset (1,000 points in the test set). Recall from 9.2.5
that there are two kinds of feedback on DELPHI questions: CAT and NL feedback. MemPrompt
gets over 25% relative improvement for both ERT-NL and ERT-CAT. We found that having an

3We use GPT-3-175B (davinci) for all experiments.
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efficient retriever was critical for ERT-NL: sentence transformer based retriever scored 38.5, vs.
45.2 using GUD-IR, a 17% improvement.

model ERT-CAT ERT-NL

NO-MEM 48.3 34.4
MemPrompt 60.0 45.2

Table 9.2: MemPrompt outperforms NO-MEM for both the categorical and the more challenging
ERT-NL setup having longer, ambiguous inputs.
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Figure 9.6: ERT-CAT: Label accuracy increases with time for all values of clarification probabilities
Pr(fbi).

MemPrompt effectively incorporates feedback, improving accuracy over time Figure 9.7
demonstrates that the instruction accuracy increases over time for different values of clarification
probability.

Fig. 9.6 shows that label accuracy improves over time. Baseline (NO-MEM) saturates after
200 time steps; MemPrompt continues to improve. Continuous improvement is one of our key
advantages. These charts show that instruction accuracy and label accuracy are correlated (corr.
coeff = 0.36).
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Figure 9.7: ERT-CAT: Instruction accuracy sharply increases with a larger clarification probability,
showing that MemPrompt responds to feedback. With time, lower values of Pr(fbi) catch up as
memory is gradually filled with error cases and feedback.

We observe that using a higher clarification probability leads to a sharp increase in instruction
and label accuracy early on in the training for both ERT-CAT and ERT-NL. This is because a higher
clarification probability causes the feedback memory to fill up more quickly, providing more
feedback for new questions.

Error analysis: Ethical-NL In ERT NL and CAT tasks, a primary source of label errors is
confusion between labels such as OKAY and GOOD due to the nuanced differences e.g., input =
teaching your child a musical instrument. MemPrompt predicts GOOD, but the expected answer is
OKAY. Jiang et al. [2021] make similar observations.

We randomly sampled examples from the ERT-NL dev set where the model generates an
incorrect understanding (i.e., Acc(a) = 0 based on exact match). Our goal is to understand the
typical errors made by the model and use the analysis to calibrate the findings in Table 9.2. We
select ERT-NL for the analysis because it involves free-form natural language which is difficult to
study quantitatively.
•Correct, lexically variant understanding (30%): Exact match underestimates model perfor-
mance (as the task involves generation). ∼ 30% a is a lexical variation of the reference gold
understanding. E.g., telling a spouse your true feeling vs. loving your partner. The generated
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Error cate-
gory

Input Output (Mem-
Prompt)

Reference

Correct,
lexically
variant un-
derstanding

when I said ”i do” to my wife, I am
now realizing I only meant ”i’ll try”.
does she deserve to know and a chance
to back out?

This question is
about: telling a
spouse your true
feelings.

This question is about:
loving your partner.

Distracted
understand-
ing

i am 20 years old, lately I have been
forgetting simple spellings while tak-
ing notes in class . I often bump into
random objects around hurting myself.

This question is
about: wanting to kill
yourself. The answer
is BAD.

This question is about:
seeking medical atten-
tion if you feel there is
something wrong with
you. The answer is
GOOD.

Retrieval
failures

checked out my high school ex girl-
friends instagram for the first time in
two years after graduating. I’m happy
I did. she’s not as pretty as she used to
be and I feel great.

[retrieved feedback]
This question is
about: looking at
someone’s social
media. The answer is
GOOD.

This question is about:
judging people based on
physical attributes. The
answer is BAD.

Table 9.3: ERT NL task error categories

label in these 30% cases is still correct. (Table 9.3, row 1)
•Distracted understanding (50%): A major source of instruction and label errors is the model
getting distracted by an unimportant context. Bad retrieval accounts for 30% errors within this
category, e.g., matching a situation in the memory where the expected understanding is only
partially applicable to the query. (Table 9.3, row 2)
•Retrieval failures (18%): These errors are caused by an irrelevant retrieved understanding from
the memory , when using a state-of-the-art retrieval method (Table 9.3, row 3). GUD-IR helps to
reduce these retrieval failures. See Appendix I.1.
Table 9.3 presents canonical examples of these error categories. We also find that over time, more
relevant past examples are fetched (see Table 59).

Word Reasoning Tasks

For these tasks, we compare gold a∗ and generated a based on hard-coded linguistic variations
(e.g., the antonym is matches the opposite is). While we do not explicitly evaluate task accuracy,
we observe a near-perfect correlation between the accuracy of y and a (i.e., if the GPT-3 under-
stands the task correctly, the output was almost always correct). This shows improving model’s
understanding of a task might lead to an improved performance.

Figure 9.8 reports the overall performance on the word reasoning tasks. The accuracy improves
substantially within 300 examples when using memory (in yellow) vs. no memory (in blue). Note
that our approach operates in a few-shot learning regime, where there is no pre-existing training
data available. The only examples provided to the model are through the prompt. The performance
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of GROW-PROMPT (red) lies in between, showing that non-selective memory is partially helpful,
although not as effective as failure-driven retrieval (our model). However, GROW-PROMPT is ∼ 3x
more expensive (larger prompts) and cannot scale beyond the 2048 tokens limit. We also found
that the retrieved feedback from memory was effective 97% of the time; only in ≈ 3% of cases
feedback had no positive effect.

When the memory is used for every example (green line, Fig 9.8, top), the performance
improves quickly vs. the yellow line (Pr(fbi) = 0.5).

model syn ant hom sent defn all
NO-MEM 0.58 0.43 0.13 0.30 0.39 0.37
GROW-PROMPT 0.71 0.87 0.75 0.92 0.76 0.80
MemPrompt 0.99 0.98 0.98 0.98 0.96 0.98

Table 9.4: Results on lexical qa: MemPrompt has the best performance across all lexical QA tasks.

9.3.2 Using MemPrompt for language and dialects based personalization
We demonstrate an application of MemPrompt for personalization with a use-case where user
language preferences can be folded in the memory. We simulate a user who does not speak
fluent English and uses code-mixed language. The queries posed by the user contain words from
two Indian languages: Hindi and Punjabi. GPT-3 predictably misunderstands the task. The user
clarifies the meanings of their dialect/language phrases. While initial queries fail, subsequent
queries that reuse similar words succeed because their clarifications are present in the memory
(details in Appendix I.7).

model anag1 anag2 cyc rand rev all
NO-MEM 0.81 0.47 0.95 0.98 0.62 0.77
GROW-PROMPT 0.86 0.89 0.93 0.96 0.90 0.91
MemPrompt 0.81 0.83 0.98 0.95 0.93 0.90

Table 9.5: GROW-PROMPT and MemPrompt outperform NO-MEM on all word scramble QA tasks.
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Figure 9.8: Avg. performance on lexical (top) and word scramble (bottom) tasks with time
(x-axis). Accuracy increases with time as memory is filled up with feedback from past errors.
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Chapter 10

Self-Refine: Iterative Refinement with
Self-Feedback

10.1 Introduction

Although large language models (LLMs) can generate coherent outputs, they often fall short in
addressing intricate requirements. This mostly includes tasks with multifaceted objectives, such
as dialogue response generation, or tasks with hard-to-define goals, such as enhancing program
readability. In these scenarios, modern LLMs may produce an intelligible initial output, yet
may benefit from further iterative refinement—i.e., iteratively mapping a candidate output to
an improved one—to ensure that the desired quality is achieved. Iterative refinement typically
involves training a refinement model that relies on domain-specific data (e.g., Reid and Neubig
[2022], Schick et al. [2022b], Welleck et al. [2022]). Other approaches that rely on external
supervision or reward models require large training sets or expensive human annotations [Madaan
et al., 2021c, Ouyang et al., 2022a], which may not always be feasible to obtain. These limitations
underscore the need for an effective refinement approach that can be applied to various tasks
without requiring extensive supervision.

Iterative self -refinement is a fundamental characteristic of human problem-solving [Simon,
1962, Flower and Hayes, 1981, Amabile, 1983]. Iterative self-refinement is a process that involves
creating an initial draft and subsequently refining it based on self-provided feedback. For example,
when drafting an email to request a document from a colleague, an individual may initially write a
direct request such as “Send me the data ASAP”. Upon reflection, however, the writer recognizes
the potential impoliteness of the phrasing and revises it to “Hi Ashley, could you please send
me the data at your earliest convenience?”. When writing code, a programmer may implement
an initial “quick and dirty” implementation, and then, upon reflection, refactor their code to a
solution that is more efficient and readable. In this paper, we demonstrate that LLMs can provide
iterative self-refinement without additional training, leading to higher-quality outputs on a wide
range of tasks.

We present SELF-REFINE: an iterative self-refinement algorithm that alternates between two
generative steps–FEEDBACK and REFINE. These steps work in tandem to generate high-quality
outputs. Given an initial output generated by a modelM, we pass it back to the same modelM
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RefineFeedback

Use M to get feedback on its own output

Input

Use M to refine its previous output, given its feedback

Model M
1 2

0

Figure 10.1: Given an input ( 0⃝), SELF-REFINE starts by generating an output and passing it back
to the same modelM to get feedback ( 1⃝). The feedback is passed back toM, which refines
the previously generated output ( 2⃝). Steps ( 1⃝) and ( 2⃝) iterate until a stopping condition is met.
SELF-REFINE is instantiated with a language model such as GPT-3 and does not involve human
assistance.

to get feedback. Then, the feedback is passed back to the same model to refine the previously-
generated draft. This process is repeated either for a specified number of iterations or untilM
determines that no further refinement is necessary. We use few-shot prompting [Brown et al.,
2020a] to guideM to both generate feedback and incorporate the feedback into an improved draft.
Figure 10.1 illustrates the high-level idea, that SELF-REFINE uses the same underlying language
model to generate feedback and refine its outputs.

We evaluate SELF-REFINE on 7 generation tasks that span diverse domains, including natural
language and source-code generation. We show that SELF-REFINE outperforms direct generation
from strong LLMs like GPT-3 [text-davinci-003 and gpt-3.5-turbo; OpenAI, Ouyang
et al., 2022a] and GPT-4 [OpenAI, 2023] by 5-40% absolute improvement. In code-generation
tasks, SELF-REFINE improves the initial generation by up to absolute 13% when applied to strong
code models such as CODEX [code-davinci-002; Chen et al., 2021c]. We release all of our
code, which is easily extensible to other LLMs. In essence, our results show that even when an
LLM cannot generate an optimal output on its first try, the LLM can often provide useful feedback
and improve its own output accordingly. In turn, SELF-REFINE provides an effective way to obtain
better outputs from a single model without any additional training, via iterative (self-)feedback
and refinement.

10.2 Iterative Refinement with SELF-REFINE

Given an input sequence, SELF-REFINE generates an initial output, provides feedback on the
output, and refines the output according to the feedback. SELF-REFINE iterates between feedback
and refinement until a desired condition is met. SELF-REFINE relies on a suitable language model
and three prompts (for initial generation, feedback, and refinement), and does not require training.
SELF-REFINE is shown in Figure 10.1 and Algorithm 2. Next, we describe SELF-REFINE in more
detail.
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(a) Dialogue: x, yt

User: I am
interested in
playing Table
tennis.

Response: I'm sure
it's a great way to
socialize, stay
active

(b) FEEDBACK fb

Engaging: Provides no
information about table
tennis or how to play
it.

User understanding:
Lacks understanding of
user's needs and state
of mind.

(c) REFINE yt+1

Response (refined):
That's great to hear
(...) ! It's a fun sport
requiring quick reflexes
and good hand-eye
coordination. Have you
played before, or are
you looking to learn?

(d) Code optimization: x, yt

Generate sum of 1, ...,
N
def sum(n):

res = 0
for i in
range(n+1):

res += i
return res

(e) FEEDBACK fb

This code is slow
as it uses brute
force. A better
approach is to use
the formula ...
(n(n+1))/2.

(f) REFINE yt+1

Code (refined)

def sum_faster(n):
return (n*(n+1))//2

Figure 10.2: Examples of SELF-REFINE: an initial output generated by the base LLM and then
passed back to the same LLM to receive feedback to the same LLM to refine the output . The
top row illustrates this for dialog generation where an initial dialogue response can be transformed
into a more engaging one that also understands the user by applying feedback. The bottom row
illustrates this for code optimization where the code is made more efficient by applying feedback.

Initial generation Given an input x, prompt pgen, and modelM, SELF-REFINE generates an
initial output y0:

y0 =M (pgen∥x) . (10.1)

For example, in Figure 10.2d, the model generates functionally correct code for the given input.
Here, pgen is a task-specific few-shot prompt (or instruction) for an initial generation, and ∥ denotes
concatenation. The few-shot prompt contains input-output pairs ⟨x(k), y(k)⟩ for the task.1

FEEDBACK Next, SELF-REFINE uses the same modelM to provide feedback fbt on its own
output, given a task-specific prompt pfb for generating feedback:

fbt =M (pfb∥x∥yt) . (10.2)

Intuitively, the feedback may address multiple aspects of the output. For example, in code
1Few-shot prompting (also referred to as “in-context learning”) provides a model with a prompt consisting of k

in-context examples of the target task, each in the form of input-output pairs ⟨xi, yi⟩ [Brown et al., 2020a].
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Algorithm 2 SELF-REFINE algorithm

Require: input x, modelM, prompts {pgen, pfb, prefine}, stop condition stop(·)
y0 =M(pgen∥x) ▷ Initial generation (Eqn. 10.1)
for all iteration t ∈ 0, 1, . . . do

fbt =M (pfb∥x∥yt) ▷ Feedback (Eqn. 10.2)
if stop(fbt, t) then ▷ Stop condition

break
else

yt+1 =M (prefine∥x∥y0∥fb0∥...∥yt∥fbt) ▷ Refine (Eqn. 10.4)
end if

end for
return yt

Figure 10.3: The SELF-REFINE algorithm. See (§10.2) for a discussion of each component.

optimization, the feedback might address the efficiency, readability, and overall quality of the
code.

Here, the prompt pfb provides examples of feedback in the form of input-output-feedback
triples ⟨x(k), y(k), fb(k)⟩. We prompt the model to write feedback that is actionable and specific
via fb(k). By ‘actionable’, we mean the feedback should contain a concrete action that would
likely improve the output. By ‘specific’, we mean the feedback should identify concrete phrases
in the output to change. For example, the feedback in Figure 10.2e is “This code is slow as it uses
a for loop which is brute force. A better approach is to use the formula ... (n(n+1))/2”. This
feedback is actionable, since it suggests the action ‘use the formula...’. The feedback is specific
since it mentions the ‘for loop’.

REFINE Next, SELF-REFINE usesM to refine its most recent output, given its own feedback:

yt+1 =M (prefine∥x∥yt∥fbt) . (10.3)

For example, in Figure 10.2f, given the initial output and the generated feedback, the model
generates a re-implementation that is shorter and runs much faster than the initial implementation.
The prompt prefine provides examples of improving the output based on the feedback, in the form
of input-output-feedback-refined quadruples ⟨x(k), y

(k)
t , fb

(k)
t , y

(k)
t+1⟩.

Iterating SELF-REFINE SELF-REFINE alternates between FEEDBACK and REFINE steps until a
stopping condition is met. The stopping condition stop(fbt, t) either stops at a specified timestep
t, or extracts a stopping indicator (e.g. a scalar stop score) from the feedback. In practice, the
model can be prompted to generate a stopping indicator in pfb, and the condition is determined
per-task.

To inform the model about the previous iterations, we retain the history of previous feedback
and outputs by appending them to the prompt. Intuitively, this allows the model to learn from past
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mistakes and avoid repeating them. More precisely, Equation (10.3) is in fact instantiated as:

yt+1 =M (prefine∥x∥y0∥fb0∥...∥yt∥fbt) . (10.4)

Finally, we use the last refinement yt as the output of SELF-REFINE.
Algorithm 2 summarizes SELF-REFINE, and Figure 10.2 shows an example of SELF-REFINE

in the Dialogue Response Generation [Mehri and Eskenazi, 2020] and Code Optimization [Madaan
et al., 2023c] tasks. Appendix J.23 provides examples of the pgen, pfb, prefine prompts for various
tasks. The key idea is that SELF-REFINE uses the same underlying LLM to generate, get feedback,
and refine its outputs given its own feedback. It relies only on supervision present in the few-shot
examples.

10.3 Evaluation
We evaluate SELF-REFINE on 7 diverse tasks: Dialogue Response Generation [Appendix J.17;
Mehri and Eskenazi, 2020], Code Optimization [Appendix J.18; Madaan et al., 2023c], Code
Readability Improvement [Appendix J.16; Puri et al., 2021b], Math Reasoning [Appendix J.19;
Cobbe et al., 2021], Sentiment Reversal [Appendix J.20; Zhang et al., 2015], and we introduce
two new tasks: Acronym Generation (Appendix J.21) and Constrained Generation (a harder
version of Lin et al. [2020a] with 20-30 keyword constraints instead of 3-5; Appendix J.22)

Examples for all tasks and dataset statistics are provided in ?? (Appendix J.1).

10.3.1 Instantiating SELF-REFINE

We instantiate SELF-REFINE following the high-level description in Section 10.2. The FEEDBACK-
REFINE iterations continue until the desired output quality or task-specific criterion is reached,
up to a maximum of 4 iterations. To make our evaluation consistent across different models, we
implemented both FEEDBACK and REFINE as few-shot prompts even with models that respond
well to instructions, such as GPT-3.5 and GPT-4.

Base LLMs Our main goal is to evaluate whether we can improve the performance of any strong
base LLMs using SELF-REFINE. Therefore, we compare SELF-REFINE to the same base LLMs
but without feedback-refine iterations. We used three main strong base LLM across all tasks:
GPT-3 (text-davinci-003), GPT-3.5 (gpt-3.5-turbo), and GPT-4 [OpenAI, 2023].
For code-based tasks, we also experimented with CODEX (code-davinci-002). In all tasks,
either GPT-3 or GPT-4 is the previous state-of-the-art.2 We used the same prompts from previous
work when available (such as for Code Optimization and Math Reasoning); otherwise, we created
prompts as detailed in Appendix J.23. We generate samples using a temperature of 0.7.

10.3.2 Metrics
We report three types of metrics:

2A comparison with other few-shot and fine-tuned approaches is provided in Appendix J.8

113



March 8, 2024
DRAFT

GPT-3 GPT-3.5 GPT-4

Task Base +SELF-REFINE Base +SELF-REFINE Base +SELF-REFINE

Sentiment Reversal 8.8 30.4 (↑21.6) 11.4 43.2 (↑31.8) 3.8 36.2 (↑32.4)
Dialogue Response 36.4 63.6 (↑27.2) 40.1 59.9 (↑19.8) 25.4 74.6 (↑49.2)
Code Optimization 14.8 23.0 (↑8.2) 23.9 27.5 (↑3.6) 27.3 36.0 (↑8.7)
Code Readability 37.4 51.3 (↑13.9) 27.7 63.1 (↑35.4) 27.4 56.2 (↑28.8)
Math Reasoning 64.1 64.1 (0) 74.8 75.0 (↑0.2) 92.9 93.1 (↑0.2)
Acronym Generation 41.6 56.4 (↑14.8) 27.2 37.2 (↑10.0) 30.4 56.0 (↑25.6)
Constrained Generation 16.0 39.7 (↑23.7) 2.75 33.5 (↑30.7) 4.4 61.3 (↑56.9)

Table 10.1: SELF-REFINE results on various tasks using GPT-3, GPT-3.5, and GPT-4 as base
LLM. SELF-REFINE consistently improves LLM. Metrics used for these tasks are defined in
Section 10.3.2.

• Task specific metric: When available, we use automated metrics from prior work (Math
Reasoning: % solve rate; Code Optimization: % programs optimized%).
• GPT-4-pref: In addition to human-pref, we use GPT-4 as a proxy for human preference

following prior work [Fu et al., 2023, Chiang et al., 2023, Geng et al., 2023, Sun et al., 2023],
and found high correlation (82% for Sentiment Reversal, 68% for Acronym Generation, and
71% for Dialogue Response Generation) with human-pref. For Code Readability Improvement,
we prompt GPT-4 to calculate fraction of the variables that are appropriately named given
the context (e.g., x = []→ input buffer = []). Additional details are provided in
Appendix J.6. For constrained generation, we combine automated evaluation to quantify
concept coverage and GPT-4-pref to ensure the commonsense correctness of generated
sentences. A sentence is only deemed a winner if it maintains validity in commonsense
reasoning and has greater coverage in terms of concepts.
• Human evaluation: In Dialogue Response Generation, Code Readability Improvement, Sen-

timent Reversal, and Acronym Generation, we additionally perform a blind human A/B
evaluation on a subset of the outputs to select the preferred output. Additional details are
provided in Appendix J.3.

10.3.3 Results
Table 10.1 shows our main results:
SELF-REFINE consistently improves over base models across all model sizes, and additionally
outperforms the previous state-of-the-art across all tasks. For example, GPT-4+SELF-REFINE

improves over the base GPT-4 by 8.7% (absolute) in Code Optimization, increasing optimization
percentage from 27.3% to 36.0%. Confidence intervals are provided in Appendix J.14. For
code-based tasks, we found similar trends when using CODEX; those results are included in
Appendix J.8.

One of the tasks in which we observe the highest gains compared to the base models is
Constrained Generation, where the model is asked to generate a sentence containing up to 30
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given concepts. We believe that this task benefits significantly from SELF-REFINE because there
are more opportunities to miss some of the concepts on the first attempt, and thus SELF-REFINE

allows the model to fix these mistakes subsequently. Further, this task has an extremely large
number of reasonable outputs, and thus SELF-REFINE allows to better explore the space of
possible outputs.

In preference-based tasks such as Dialogue Response Generation, Sentiment Reversal, and
Acronym Generation, SELF-REFINE leads to especially high gains. For example in Dialogue
Response Generation, GPT-4 preference score improve by 49.2% – from 25.4% to 74.6%.
Similarly, we see remarkable improvements in the other preference-based tasks across all models.

The modest performance gains in Math Reasoning can be traced back to the inability to
accurately identify whether there is any error. In math, errors can be nuanced and sometimes
limited to a single line or incorrect operation. Besides, a consistent-looking reasoning chain can
deceive LLMs to think that “everything looks good” (e.g., GPT-3.5 feedback for 94% instances
is ’everything looks good’). In Appendix J.12, we show that the gains with SELF-REFINE on
Math Reasoning are much bigger (5%+) if an external source can identify if the current math
answer is incorrect. Although SELF-REFINE demonstrates limited efficacy in Math Reasoning,
we observe gains with SELF-REFINE in a subset of Big-Bench Hard [Suzgun et al., 2022b]
tasks that typically require a combination of commonsense reasoning and logic, such as date
reasoning (Appendix J.4). This suggests that SELF-REFINE may be more effective in scenarios
where the interplay of logical analysis and knowledge acquired through pre-training facilitates
self-verification.
Improvement is consistent across base LLMs sizes Generally, GPT-4+SELF-REFINE performs
better than GPT-3+SELF-REFINE and GPT-3.5+SELF-REFINE across all tasks, even in tasks
where the initial base results of GPT-4 were lower than GPT-3 or GPT-3.5. We thus believe that
SELF-REFINE allows stronger models (such as GPT-4) to unlock their full potential, even in cases
where this potential is not expressed in the standard, single-pass, output generation. Comparison
to additional strong baselines is provided in Appendix J.8.

10.4 Analysis
The three main steps of SELF-REFINE are FEEDBACK, REFINE, and repeating them iteratively. In
this section, we perform additional experiments to analyze the importance of each of these steps.

Task SELF-REFINE feedback Generic feedback No feedback

Code Optimization 27.5 26.0 24.8
Sentiment Reversal 43.2 31.2 0
Acronym Generation 56.4 54.0 48.0

Table 10.2: Prompting to generate generic feedback (or having the model generate no feedback at
all) leads to reduced scores, indicating the importance of the FEEDBACK step of SELF-REFINE.
These experiments were performed with GPT-3.5 (Code Optimization and Sentiment Reversal)
and GPT-3 (Acronym Generation), and metrics used are defined in Section 10.3.2.
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The impact of the feedback quality Feedback quality plays a crucial role in SELF-REFINE.
To quantify its impact, we compare SELF-REFINE, which utilizes specific, actionable feedback,
with two ablations: one using generic feedback and another without feedback (the model may still
iteratively refine its generations, but is not explicitly provided feedback to do so). For example,
in the Code Optimization task: actionable feedback, such as Avoid repeated calculations in the
for loop, pinpoints an issue and suggests a clear improvement. Generic feedback, like Improve
the efficiency of the code, lacks this precision and direction. Table 10.2 shows feedback’s clear
influence.

In Code Optimization, performance slightly dips from 27.5 (SELF-REFINE feedback) to 26.0
(generic feedback), and further to 24.8 (no feedback). This suggests that while generic feedback
offers some guidance – specific, actionable feedback yields superior results.

This effect is more pronounced in tasks like Sentiment Reversal, where changing from our
feedback to generic feedback leads to a significant performance drop (43.2 to 31.2), and the task
fails without feedback. In the “No feedback” setting, the model was not given clear instructions
on changing the output. We find that the model tends to either repeat the same output in each
iteration or to make unrelated changes. Since the scores in this task are the relative improvement
increase in human preference, a score of 0 means that “No feedback” did not improve over the
base model outputs. Similarly, in Acronym Generation, without actionable feedback, performance
drops from 56.4 to 48.0, even with iterative refinements. These results highlight the importance of
specific, actionable feedback in our approach. Even generic feedback provides some benefit, but
the best results are achieved with targeted, constructive feedback.

Task y0 y1 y2 y3

C. Opt. 22.0 27.0 27.9 28.8
S. Rev. 33.9 34.9 36.1 36.8
C. Gen. 12.1 26.1 39.6 46.1

∆(y0→y1) ∆(y1→y2) ∆(y2→y3)

0

5

10

15

5

0.9 0.9

14 13.5

6.5

1 1.2 0.7

C. Opt.
C. Gen.
S. Rev.

Figure 10.4: Left: Iteration-wise score improvements. Early iterations significantly improve
output quality, and scores generally keep improving with more iterations. Right: SELF-REFINE

Performance improvements with iterations. Most gains(∆) are in the initial iterations for both
Code Opt. and Sentiment Reversal. The numbers are averaged over GPT-3.5, GPT-3, and GPT-
4. Task abbreviations: C. Opt. (Code Optimization), S. Rev. (Sentiment Reversal), C. Gen.
(Constrained Generation).

How important are the multiple iterations of FEEDBACK-REFINE? Figure 10.4 demonstrates
that on average, the quality of the output improves as the number of iterations increases. For
instance, in the Code Optimization task, the initial output (y0) has a score of 22.0, which improves
to 28.8 after three iterations (y3). Similarly, in the Sentiment Reversal task, the initial output
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# Slower code
def solve(amount):

best_price = (amount + 199) // 200

* 380↪→

# First loop
for a in range(amount // 200 + 1):

# ... 4 nested loops ...
for c1 in range(amount // 1500 +

1):↪→

if a*200 + b*300 == amount:
price = a*380 + b*550
if price < best_price:
best_price = price

return best_price

# Faster code
def solve(amount):
coins = [200, 300]
prices = [380, 550]
dp = [float('inf')] * (amount + 1)
dp[0] = 0
for i in range(len(coins)):

for j in range(coins[i],
amount+1):↪→

dp[j] = min(dp[j], dp[j -
coins[i]] + prices[i])↪→

return dp[amount]

Figure 10.5: Comparison of code generated by Madaan et al. [2023c] (left) and the output after
applying SELF-REFINE (right). The initial code by the baseline, which is nearly identical to the
slower input program, fails to improve the efficiency and merely alters the logic for reading input.
SELF-REFINE first generates feedback that diagnoses that This code is slow because it is using six
nested loops to iterate through all possible combinations of coins to pay the amount, and suggests
that a more efficient approach would be .... SELF-REFINE then uses this feedback to generate the
revised code (right), reducing the time complexity to O(amount ∗ coins). The full example is
provided in Appendix J.12

has a score of 33.9, which increases to 36.8 after three iterations. This trend of improvement is
also evident in Constrained Generation, where the score increases from 26.1 to 46.1 after three
iterations. Figure 10.4 highlights the diminishing returns in the improvement as the number of
iterations increases. Overall, having multiple FEEDBACK-REFINE iterations significantly enhances
the quality of the output, although the marginal improvement naturally decreases with more
iterations.

The performance may not always monotonically increase with iterations: in multi-aspect
feedback tasks like Acronym Generation, where the output quality can vary during iteration with
improvement in one aspect but decline in another aspect. To counter this, SELF-REFINE generates
numerical scores for different quality aspects, leading to a balanced evaluation and appropriate
output selection.

Can we just generate multiple outputs instead of refining? Does SELF-REFINE improve
because of the iterative refinement, or just because it generates more outputs? We compare
SELF-REFINE with GPT-3.5, when GPT-3.5 generates k = 4 samples (but without feedback and
refinement). Then, we compare the performance of SELF-REFINE against these k initial outputs
in a 1 vs. k evaluation. In other words, we assess whether SELF-REFINE can outperform all k
initial outputs. The results of this experiment are illustrated in Figure 68 (Appendix J.12). Despite
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the increased difficulty of the 1 vs. k setting, the outputs of SELF-REFINE are still preferred by
humans over all k initial outputs. This shows the importance of refinement according to feedback
over the alternative of just generating multiple initial outputs.

Does SELF-REFINE works in an instruction only setup? In our main experiments, we use few-
shot prompting to guide model output into a more readily parseable format. Next, we experiment
with SELF-REFINE under a zero-shot prompting scenario, where traditional few-shot examples
are supplanted by explicit instructions at each stage of the SELF-REFINE process. For these
experiments, we use GPT-3.5. The results (Appendix J.5 in Table 69) show that SELF-REFINE

remains effective across diverse tasks, even in the absence of example prompts. Notably, in tasks
such as Acronym Generation and Sentiment Reversal, SELF-REFINE, under zero-shot prompting,
enhances performance from 16.6% to 44.8% and 4.4% to 71.4%, respectively. However, achieving
optimal performance in this setting requires extensive prompt engineering for instructions.

For Math Reasoning tasks, SELF-REFINE improves the solve rate from 22.1% to 59.0% in
an instruction-only setting. We find that much of this gain comes from fixing omitted return
statements in 71% of the initial Python programs, despite clear instructions to include them. Sub-
sequent iterations of feedback generation and refinement address this issue effectively, decreasing
the error rate by 19%. Further, we find that when the initial programs are valid, SELF-REFINE

does not improve the performance.

Does SELF-REFINE work with weaker models? The experiments in Section 10.3.3 were
performed with some of the strongest available models; does SELF-REFINE work with smaller
or weaker models as well? To investigate this, we instantiated SELF-REFINE with Vicuna-13B
[Chiang et al., 2023], a less powerful base model. While Vicuna-13B is capable of generating
initial outputs, it struggles significantly with the refinement process. Specifically, Vicuna-13B
was not able to consistently generate the feedback in the required format. Furthermore, even
when provided with Oracle or hard-coded feedback, it often failed to adhere to the prompts for
refinement. Instead of refining its output, Vicuna-13B either repeated the same output or generated
a hallucinated conversation, rendering the outputs less effective. Example output and analysis is
provided in Appendix J.9.

How does SELF-REFINE perform with strong open access models like LLAMA-2-70B? We
conduct additional experiments using SELF-REFINE on LLama-2 Touvron et al. [2023], a state-
of-the-art, open-access language model on Acronym Generation, Sentiment Reversal, Dialogue
Response Generation, and Math Reasoning. Consistent with our primary findings, SELF-REFINE

shows an improvement across all these tasks relative to the base model. The full results are shown
in Appendix J.10. These promising results with LLAMA-2-70B suggest that the applicability of
SELF-REFINE might extend to a wide array of increasingly powerful open-source models in the
future

Qualitative Analysis We conduct a qualitative analysis of the feedback generated by SELF-
REFINE and its subsequent refinements. We manually analyze 70 samples in total (35 success cases
and 35 failure cases) for Code Optimization [Madaan et al., 2023c] and Math Reasoning [Cobbe
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et al., 2021]. For both Math Reasoning and Code Optimization, we found that the feedback
was predominantly actionable, with the majority identifying problematic aspects of the original
generation and suggesting ways to rectify them.

When SELF-REFINE failed to improve the original generation, the majority of issues were
due to erroneous feedback rather than faulty refinements. Specifically, 33% of unsuccessful cases
were due to feedback inaccurately pinpointing the error’s location, while 61% were a result of
feedback suggesting an inappropriate fix. Only 6% of failures were due to the refiner incorrectly
implementing good feedback. These observations highlight the vital role of accurate feedback
plays in SELF-REFINE.

In successful cases, the refiner was guided by accurate and useful feedback to make precise
fixes to the original generation in 61% of the cases. Interestingly, the refiner was capable of
rectifying issues even when the feedback was partially incorrect, which was the situation in 33%
of successful cases. This suggests resilience to sub-optimal feedback. Future research could focus
on examining the refiner’s robustness to various types of feedback errors and exploring ways to
enhance this resilience. In Figure 10.5, we illustrate how SELF-REFINE significantly improves
program efficiency by transforming a brute force approach into a dynamic programming solution,
as a result of insightful feedback. Additional analysis on other datasets such as Dialogue Response
Generation is provided in Appendix J.12.

Going Beyond Benchmarks While our evaluation focuses on benchmark tasks, SELF-REFINE

is designed with broader applicability in mind. We explore this in a real-world use case of website
generation, where the user provides a high-level goal and SELF-REFINE assists in iteratively
developing the website. Starting from a rudimentary initial design, SELF-REFINE refines HTML,
CSS, and JS to evolve the website in terms of both usability and aesthetics. This demonstrates
the potential of SELF-REFINE in real-world, complex, and creative tasks. See Appendix J.13 for
examples and further discussion, including broader, societal impact of our work.

10.5 Related work
Leveraging human- and machine-generated natural language (NL) feedback for refining outputs
has been effective for a variety of tasks, including summarization Scheurer et al. [2022], script
generation Tandon et al. [2021], program synthesis Le et al. [2022a], Yasunaga and Liang [2020],
and other tasks Madaan et al. [2022a], Bai et al. [2022a], Schick et al. [2022a], Saunders et al.
[2022a], Bai et al. [2022b], Welleck et al. [2022]. Refinement methods differ in the source and
format of feedback, and the way that a refiner is obtained. Table 10.3 summarizes some related
approaches; see Appendix J.2 for an additional discussion.

Source of feedback. Humans have been an effective source of feedback Tandon et al. [2021],
Elgohary et al. [2021b], Tandon et al. [2022b], Bai et al. [2022a]. Since human feedback is
costly, several approaches use a scalar reward function as a surrogate of (or alternative to) human
feedback (e.g., Bai et al. [2022a], Liu et al. [2022], Lu et al. [2022], Le et al. [2022a], Welleck
et al. [2022]). Alternative sources such as compilers Yasunaga and Liang [2020] or Wikipedia
edits Schick et al. [2022a] can provide domain-specific feedback. Recently, LLMs have been used

119



March 8, 2024
DRAFT

Supervision-
free refiner

Supervision-
free

feedback

Multi-
aspect

feedback

Iterative

Learned refiners: PEER Schick et al.
[2022a], Self-critique Saunders et al.
[2022b], CodeRL Le et al. [2022b], Self-
correction Welleck et al. [2022].

X ✓or X X ✓or X

Prompted refiners: Augmenter Peng et al.
[2023], Re3 Yang et al. [2022], Reflexion
Shinn et al. [2023].

✓ ✓or X X X

This work ✓ ✓ ✓ ✓

Table 10.3: A comparison of this work to closely related prior refinement approaches.

to generate feedback for general domains Fu et al. [2023], Peng et al. [2023], Yang et al. [2022],
However, ours is the only method that generates feedback using an LLM on its own output, for the
purpose of refining with the same LLM.

Representation of feedback. The form of feedback can be generally divided into natural
language (NL) and non-NL feedback. Non-NL feedback can come in human-provided example
pairs Dasgupta et al. [2019] or scalar rewards Liu et al. [2022], Le et al. [2022b]. In this work, we
use NL feedback, since this allows the model to easily provide self -feedback using the same LM
that generated the output, while leveraging existing pretrained LLMs such as GPT-4.

Types of refiners. Pairs of feedback and refinement have been used to learn supervised refiners
Schick et al. [2022a], Du et al. [2022], Yasunaga and Liang [2020], Madaan et al. [2021c]. Since
gathering supervised data is costly, some methods learn refiners using model generations Welleck
et al. [2022], Peng et al. [2023]. However, the refiners are trained for each new domain. Finally,
Yang et al. [2022] use prompted feedback and refinement specifically tailored for story generation.
In this work, we avoid training a separate refiner, and show that the same model can be used as
both the refiner and the source of feedback across multiple domains.

Non-refinement reinforcement learning (RL) approaches. Rather than having explicit re-
finement, an alternative way to incorporate feedback is by optimizing a scalar reward function,
e.g. with reinforcement learning (e.g., Stiennon et al. [2020], Lu et al. [2022], Le et al. [2022a]).
These methods differ from SELF-REFINE in that the model does not access feedback on an
intermediate generation. Second, these RL methods require updating the model’s parameters,
unlike SELF-REFINE. Recently, in discrete-space simulated environments, LLMs have also been
shown to iteratively shape and refine rewards and policies, thereby performing RL tasks without
expert demonstrations or gradients [??]. While we focus on real-world code and language tasks in
this paper, it would be interesting to explore applications of self-refine in simulated environments.
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10.6 Limitations and Discussion
The main limitation of our approach is that the base models need to have sufficient few-shot
modeling or instruction-following abilities, in order to learn to provide feedback and to refine in
an in-context fashion, without having to train supervised models and rely on supervised data.

Further, the experiments in this work were primarily performed with language models that
are not open-sourced, namely GPT-3, GPT-3.5, GPT-4, and CODEX. Existing literature [Ouyang
et al., 2022a] does not fully describe the details of these models, such as the pretraining corpus,
model sizes, and model biases. Nonetheless, we release our code and model outputs to ensure the
reproducibility of our work. In addition, initial results from our experiments with the open-access
LLAMA-2-70B language model are promising, reinforcing the notion that SELF-REFINE has the
potential to be widely applicable, even as open-source models continue to evolve and improve.

Another limitation of our work is that we exclusively experiment with datasets in English.
In other languages, the current models may not provide the same benefits. Finally, there is a
possibility for bad actors to use prompting techniques to steer a model to generate more toxic or
harmful text. Our approach does not explicitly guard against this.

10.7 Conclusion
We present SELF-REFINE: a novel approach that allows large language models to iteratively
provide self-feedback and refine their own outputs. SELF-REFINE operates within a single
LLM, requiring neither additional training data nor reinforcement learning. We demonstrate the
simplicity and ease of use of SELF-REFINE across a wide variety of tasks. By showcasing the
potential of SELF-REFINE in diverse tasks, our research contributes to the ongoing exploration
and development of large language models, with the aim of reducing the cost of human creative
processes in real-world settings. We hope that our iterative approach will help drive further
research in this area. To this end, we make all our code, data and prompts available at https:
//selfrefine.info/.
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Part V

A Case for Inference-time Compute:
Conclusion and Future Work

Large language models (LLMs) trained with a simple next-token-prediction objective (autore-
gressive generation) have revolutionized several sub-areas in Artificial Intelligence, most notably
natural language processing. LLMs can outperform humans in programming challenges [Li et al.,
2021b, Shypula et al., 2023, Ridnik et al., 2024], contribute to novel discoveries [Romera-Paredes
et al., 2024, Trinh et al., 2024], and demonstrate high proficiency in complex reasoning tasks [Wu
et al., 2022a, Suzgun et al., 2022b, Zhao et al., 2023, Zhang et al., 2024].

Proponents of LLMs argue that while next-token prediction may seem straightforward, learning
to do it reliably is non-trivial. Just as humans learn to draw on an extensive, nuanced understanding
of the world [Bennett, 2023], LLMs trained on vast amounts of data are emulating a similar
process [Li et al., 2021a, 2022, Gurnee and Tegmark, 2023], with the advantage of being exposed
to orders of magnitude more information than a single human can process in a lifetime [Brown
et al., 2020c, Chowdhery et al., 2022b, Touvron et al., 2023].

However, recent research has highlighted the limitations of autoregressive generation in
complex reasoning [Madaan et al., 2023b, LeCun, 2023], compositionality [Dziri et al., 2024],
and generalization [Berglund et al., 2023], revealing a significant gap between the capabilities and
styles of humans and LLMs.

These seemingly contradictory facts—LLMs excelling in some areas while failing in oth-
ers—have led to two divergent camps within the AI community. Proponents emphasize LLMs’
potential to solve complex problems, with some suggesting the possibility of matching (Artificial
General Intelligence or AGI [Goertzel and Pennachin, 2007, Morris et al., 2023]) or greatly
surpassing (Artificial Super Intelligence or ASI [Bostrom, 2014, Shanahan, 2015]) human in-
telligence across all practical domains.3. On the other hand, critics contend that LLMs merely
recombine the data they have been trained on without true understanding.

Between these two extremes, a middle ground emerges: utilizing LLMs as a central component
within a larger reasoning system and developing complementary data preprocessing, modeling,
training, and post-inference techniques. An analogy is drawing samples from a more complex
distribution by starting with a simple uniform distribution and applying a transformation. Similarly,
LLMs can be seen as a starting point, capturing a snapshot of human knowledge. We can then
apply various techniques to transform and refine the LLM’s output, allowing us to solve more
complex problems.

The works presented in this thesis occupy this middle ground, with language models playing
a central role and various techniques (e.g.,, code-based prompting or self-refinement) being

3While the idea of AGI has been revived due to the current stream of LLMs, the idea that machines can one day
be as smart or even more intelligent than humans have been part of the narrative since the early days of modern
computing. See Waldrop [2018] for an overview of the early days of AI and discussions on superhuman intelligence.
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Figure 10.6: The next generation of large language models will adopt a systems perspective, with
the LLM serving as a central proposal distribution augmented by inference-time computation tech-
niques like reasoning elaboration, structured generation, incorporation of memory and feedback,
and integration with external tools - enabling more robust and versatile reasoning capabilities
compared to raw LLM generation alone.

developed to harness their strengths. The language model serves as a prior distribution, enabling
the drawing of good samples, albeit with some transformations.

We posit that large language models acting as kernels, upon which rich inference procedures
must be built, will be central to advances in complex reasoning. This will involve building
techniques like search algorithms and more expressive high-level languages that can leverage
the LLM’s ability to act as a prior distribution over the complexities of the world, providing a
starting point for understanding intricate relationships between concepts. This idea, which we call
inference-time compute, is one direction from which the next set of breakthroughs might come.

10.7.1 The Necessity of Inference-Time Computation for Complex Reason-
ing

Just as humans dedicate more thought and effort to complex problems [?], we argue that the
next generation of language models should be able to dynamically allocate more computational
resources to tackle harder tasks. However, current language models rely on a single forward pass
for dealing with both the simplest and the most complex queries. As we discussed in ??, this is
unnatural and incompatible with a majority of everyday creative tasks.

We posit that the next generation of AI systems will infuse the idea of leveraging more compute
to solve the more challenging problems. The idea of adaptive computation is not new. Broadly, at
least three different lines of effort have been proposed to leverage adaptive computation:
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Option 1: Training Larger Models The remarkable success of scaling laws has fueled a
focus on training increasingly large models [Hoffmann et al., 2022, Aghajanyan et al., 2023,
Kaplan et al., 2020]. These laws suggest that language model performance improves predictably
with increases in the number of parameters and dataset size. There’s strong evidence this trend
will continue (e.g., GPT-4 [OpenAI, 2023] and Gemini [Team et al., 2023]), yielding models
capable of even more complex reasoning. However, the sheer scale of these models poses
challenges. Training and running them requires massive computational resources due to the
power-law relationship between compute and performance gains. Additionally, their inference
speed can be a bottleneck in real-world applications. While scaling laws offer potential, these
challenges highlight the need for complementary techniques.

Option 2: Using Architectures that Use Adaptive Computation This approach aims to
embed flexibility directly into model architectures, allowing them to adjust their computational
effort dynamically. Techniques in this class include early stopping (halting training or inference
when performance plateaus [Liu et al., 2020, Zhou et al., 2020, Schuster et al., 2021, Geng
et al., 2021]), Universal Transformers (which adapt the depth of the network based on input
complexity [Dehghani et al., 2018]), and Memorizing Transformers (which are trained to attend
to additional variable length states retrieved using KNNs, [Wu et al., 2022b]). The promise is
greater efficiency and the potential to tackle more complex tasks. However, these architectures
can be notoriously difficult to train and scale effectively, a possible example of the bitter lesson
in AI [Sutton, 2019], where complex solutions often fall short compared to simpler, scalable
approaches.

Option 3: Using Inference-Time Compute This strategy positions a powerful language model
as a central component and leverages additional computational procedures during inference. This
could involve techniques like knowledge retrieval [Liu et al., 2021a], task decomposition [Zhou
et al., 2022], eliciting reasoning process from the model [Wei et al., 2022b], or integration with
external tools [Gao et al., 2022]. This approach aligns most closely with the techniques explored
in this thesis.

Next, we will outline some techniques that fall in the category of inference-time compute, and
some promising avenues for more progress.

10.8 Enhancing LLM Problem-Solving with Inference-Time
Computation

While the concept of inference-time computation is still evolving, several techniques have already
demonstrated remarkable success in enhancing language model capabilities. This section outlines
established methods with proven results alongside promising directions that could pave the way
for the next generation of reasoning systems. We’ll explore how these techniques transform LLMs
into more robust and adaptable reasoning systems.
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10.8.1 Search
Rejection Sampling Rejection sampling is a technique that allows us to draw higher-quality
samples from a distribution defined by a language model. In the case of AlphaCode [Li et al.,
2021b], rejection sampling was used to generate multiple candidate code solutions and filter out
those that failed to meet specific criteria. This approach demonstrably improved the quality of
generated solutions, showcasing the power of targeted inference-time computation.

Planning and Tree-Search For complex problems, the space of potential solutions can be
enormous. Exhaustive search is impractical, while rejection sampling can be wasteful. Planning
techniques like Monte-Carlo Tree Search (MCTS) offer a powerful solution [Coulom, 2006].
MCTS intelligently allocates computational resources by focusing exploration on the most promis-
ing areas of the solution space, and has been famously applied for systems like AlphaGo [Silver
et al., 2016, 2017].

10.8.2 Context-sensitive inference
Currently, each forward pass is ”context-free.” The mistakes are repeated, and the feedback is
wasted. This is in stark contrast with humans, where learning and inference work in tandem.

This context-free nature of traditional language model inference limits their ability to learn
from past mistakes, incorporate feedback, and adapt to evolving situations. To address this, we
must develop context-sensitive inference procedures. Two promising techniques are:

Memory By using a memory, LLMs could recall previous outputs and interactions [Madaan
et al., 2022b, Zhang et al., 2024]. For instance, this techniques can be used to prevent the
model from making the same mistake twice, making interactions more efficient and enabling
improvements without retraining.

Lightweight Model Editing Methods to directly update model parameters based on feedback
would allow LLMs to learn from their errors and improve performance over time [Example: A
user corrects factual inaccuracy, and the LLM adjusts its knowledge base accordingly].

Feedback Unlike humans, LLMs traditionally stop learning once deployed. This stark contrast
limits their ability to adapt and improve over time. The integration of feedback mechanisms has
the potential to change this fundamentally. While memprompt [Tandon et al., 2022a, Madaan
et al., 2022b] takes first steps towards this goal, it is important to remember that some related
techniques, such as effective retrieval and reasoning over long-contexts, will likely be important
as well.

10.8.3 Agents and Multimodality
The idea of composing systems from specialized language models (e.g., AutoMix [Madaan
et al., 2023a]) offers a flexible and powerful approach for complex reasoning. As inference costs
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decrease, this paradigm is likely to gain even more traction. We will see a growing need for models
that consume diverse modalities like images, videos, and code [Zhou et al., 2023c]. Importantly,
these specialties may be supported by different language model architectures, creating a dynamic
”network” of neural networks. This approach allows us to leverage the complementary strengths
of different models and modalities for more robust problem-solving.
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Montréal, Canada, pages 4475–4484, 2018. URL https://proceedings.neurips.cc/

paper/2018/hash/25db67c5657914454081c6a18e93d6dd-Abstract.html. 3.3.1

Rotem Dror, Gili Baumer, Segev Shlomov, and Roi Reichart. The hitchhiker’s guide to testing
statistical significance in natural language processing. In Proceedings of the 56th Annual
Meeting of the Association for Computational Linguistics (Volume 1: Long Papers), pages
1383–1392, Melbourne, Australia, 2018. Association for Computational Linguistics. doi:
10.18653/v1/P18-1128. URL https://aclanthology.org/P18-1128. 6.4.1, E.7

Wanyu Du, Zae Myung Kim, Vipul Raheja, Dhruv Kumar, and Dongyeop Kang. Read, revise,
repeat: A system demonstration for human-in-the-loop iterative text revision. In Proceedings
of the First Workshop on Intelligent and Interactive Writing Assistants (In2Writing 2022),
pages 96–108, Dublin, Ireland, May 2022. Association for Computational Linguistics. URL
https://aclanthology.org/2022.in2writing-1.14. 10.5

Nicholas D Duran, Philip M McCarthy, Art C Graesser, and Danielle S McNamara. Using
temporal cohesion to predict temporal coherence in narrative and expository texts. Behavior
Research Methods, 39(2):212–223, 2007. 2.1

Chris Dyer, Adhiguna Kuncoro, Miguel Ballesteros, and Noah A. Smith. Recurrent neural
network grammars. In Proceedings of the 2016 Conference of the North American Chapter of
the Association for Computational Linguistics: Human Language Technologies, pages 199–209,
San Diego, California, 2016. Association for Computational Linguistics. doi: 10.18653/v1/
N16-1024. URL https://aclanthology.org/N16-1024. 3.3.1

Nouha Dziri, Ximing Lu, Melanie Sclar, Xiang Lorraine Li, Liwei Jiang, Bill Yuchen Lin, Sean
Welleck, Peter West, Chandra Bhagavatula, Ronan Le Bras, et al. Faith and fate: Limits of
transformers on compositionality. Advances in Neural Information Processing Systems, 36,
2024. V

Ahmed Elgohary, Christopher Meek, Matthew Richardson, Adam Fourney, Gonzalo Ramos,
and Ahmed Hassan Awadallah. NL-EDIT: Correcting semantic parse errors through natural
language interaction. In Proceedings of the 2021 Conference of the North American Chapter of

134

https://aclanthology.org/W11-2107
https://aclanthology.org/N19-1423
https://proceedings.neurips.cc/paper/2018/hash/25db67c5657914454081c6a18e93d6dd-Abstract.html
https://proceedings.neurips.cc/paper/2018/hash/25db67c5657914454081c6a18e93d6dd-Abstract.html
https://aclanthology.org/P18-1128
https://aclanthology.org/2022.in2writing-1.14
https://aclanthology.org/N16-1024


March 8, 2024
DRAFT

the Association for Computational Linguistics: Human Language Technologies, pages 5599–
5610, Online, June 2021a. Association for Computational Linguistics. doi: 10.18653/v1/2021.
naacl-main.444. URL https://aclanthology.org/2021.naacl-main.444. 9.2.2

Ahmed Elgohary, Christopher Meek, Matthew Richardson, Adam Fourney, Gonzalo Ramos,
and Ahmed Hassan Awadallah. NL-EDIT: Correcting semantic parse errors through natural
language interaction. In Proceedings of the 2021 Conference of the North American Chapter
of the Association for Computational Linguistics: Human Language Technologies, pages
5599–5610, Online, 2021b. Association for Computational Linguistics. doi: 10.18653/v1/2021.
naacl-main.444. URL https://aclanthology.org/2021.naacl-main.444. 10.5

Jacqueline Evers-Vermeul, Jet Hoek, and Merel CJ Scholman. On temporality in discourse
annotation: Theoretical and practical considerations. Dialogue and Discourse, 8(2):1–20, 2017.
2.1

et al. Falcon, WA. Pytorch lightning. GitHub. Note: https://github.com/PyTorchLightning/pytorch-
lightning, 3, 2019. E.3

William Fedus, Barret Zoph, and Noam Shazeer. Switch transformers: Scaling to trillion parameter
models with simple and efficient sparsity. arXiv preprint arXiv:2101.03961, 2021. URL
https://arxiv.org/abs/2101.03961. 6.3.4, 6.3.4

Linda Flower and John R Hayes. A cognitive process theory of writing. College composition and
communication, 32(4):365–387, 1981. 10.1

Maxwell Forbes, Jena D. Hwang, Vered Shwartz, Maarten Sap, and Yejin Choi. Social chemistry
101: Learning to reason about social and moral norms. In Proceedings of the 2020 Conference
on Empirical Methods in Natural Language Processing (EMNLP), pages 653–670, Online,
2020. Association for Computational Linguistics. doi: 10.18653/v1/2020.emnlp-main.48. URL
https://aclanthology.org/2020.emnlp-main.48. 6.1, 2

Daniel Fried, Armen Aghajanyan, Jessy Lin, Sida Wang, Eric Wallace, Freda Shi, Ruiqi Zhong,
Wen-tau Yih, Luke Zettlemoyer, and Mike Lewis. Incoder: A generative model for code
infilling and synthesis. arXiv preprint arXiv:2204.05999, 2022a. URL https://arxiv.org/

abs/2204.05999. 7.1

Daniel Fried, Armen Aghajanyan, Jessy Lin, Sida Wang, Eric Wallace, Freda Shi, Ruiqi Zhong,
Wen-tau Yih, Luke Zettlemoyer, and Mike Lewis. Incoder: A Generative Model for Code
Infilling and Synthesis. ArXiv preprint, abs/2204.05999, 2022b. URL https://arxiv.org/

abs/2204.05999. 4.1

Hao Fu, Yao; Peng and Tushar Khot. How does gpt obtain its abil-
ity? tracing emergent abilities of language models to their sources.
Yao Fu’s Notion, Dec 2022. URL https://yaofu.notion.site/

How-does-GPT-Obtain-its-Ability-Tracing-Emergent-Abilities-of-Language-Models-to-their-Sources-b9a57ac0fcf74f30a1ab9e3e36fa1dc1.
7.3.1, 7.4

Jinlan Fu, See-Kiong Ng, Zhengbao Jiang, and Pengfei Liu. Gptscore: Evaluate as you desire.
arXiv preprint arXiv:2302.04166, 2023. URL https://arxiv.org/abs/2302.04166.
10.3.2, 10.5

135

https://aclanthology.org/2021.naacl-main.444
https://aclanthology.org/2021.naacl-main.444
https://arxiv.org/abs/2101.03961
https://aclanthology.org/2020.emnlp-main.48
https://arxiv.org/abs/2204.05999
https://arxiv.org/abs/2204.05999
https://arxiv.org/abs/2204.05999
https://arxiv.org/abs/2204.05999
https://arxiv.org/abs/2204.05999
https://arxiv.org/abs/2204.05999
https://yaofu.notion.site/How-does-GPT-Obtain-its-Ability-Tracing-Emergent-Abilities-of-Language-Models-to-their-Sources-b9a57ac0fcf74f30a1ab9e3e36fa1dc1
https://yaofu.notion.site/How-does-GPT-Obtain-its-Ability-Tracing-Emergent-Abilities-of-Language-Models-to-their-Sources-b9a57ac0fcf74f30a1ab9e3e36fa1dc1
https://arxiv.org/abs/2302.04166


March 8, 2024
DRAFT

Zihao Fu, Wai Lam, Anthony Man-Cho So, and Bei Shi. A theoretical analysis of the repetition
problem in text generation. In Proceedings of the AAAI Conference on Artificial Intelligence,
volume 35, pages 12848–12856, 2021. 3.1, 3.3.2

Chuang Gan, Zhe Gan, Xiaodong He, Jianfeng Gao, and Li Deng. Stylenet: Generating attractive
visual captions with styles. In Proceedings of the IEEE Conference on Computer Vision and
Pattern Recognition, pages 3137–3146, 2017. 5.1.2

Emden Gansner, Eleftherios Koutsofios, and Stephen North. Drawing graphs with dot, 2006.
2.2.1, 7.1

Luyu Gao, Aman Madaan, Shuyan Zhou, Uri Alon, Pengfei Liu, Yiming Yang, Jamie Callan, and
Graham Neubig. Pal: Program-aided language models. arXiv preprint arXiv:2211.10435, 2022.
10.7.1, ??, J.19, J.23

Artur d’Avila Garcez and Luis C Lamb. Neurosymbolic ai: the 3rd wave. arXiv preprint
arXiv:2012.05876, 2020. 8.1

Spandan Garg, Roshanak Zilouchian Moghaddam, Colin B. Clement, Neel Sundaresan, and Chen
Wu. DeepPERF: A Deep Learning-Based Approach For Improving Software Performance,
2022. URL https://arxiv.org/abs/2206.13619. 4.1

Sebastian Gehrmann, Tosin Adewumi, Karmanya Aggarwal, Pawan Sasanka Ammanamanchi,
Aremu Anuoluwapo, Antoine Bosselut, Khyathi Raghavi Chandu, Miruna Clinciu, Dipanjan
Das, Kaustubh D. Dhole, Wanyu Du, Esin Durmus, Ondřej Dušek, Chris Emezue, Varun Gangal,
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Yossi Adi, Jingyu Liu, Tal Remez, Jérémy Rapin, et al. Code llama: Open foundation models
for code. arXiv preprint arXiv:2308.12950, 2023. 4.3.2

Ohad Rubin, Jonathan Herzig, and Jonathan Berant. Learning To Retrieve Prompts for In-Context
Learning. arXiv:2112.08633 [cs], 2021. URL http://arxiv.org/abs/2112.08633.
arXiv: 2112.08633. 7.4, G.2

Rachel Rudinger, Vered Shwartz, Jena D. Hwang, Chandra Bhagavatula, Maxwell Forbes, Ronan
Le Bras, Noah A. Smith, and Yejin Choi. Thinking like a skeptic: Defeasible inference in natural
language. In Findings of the Association for Computational Linguistics: EMNLP 2020, pages
4661–4675, Online, 2020. Association for Computational Linguistics. doi: 10.18653/v1/2020.
findings-emnlp.418. URL https://aclanthology.org/2020.findings-emnlp.418.
6.1, 6.2, 6.4.1, 6.4.1

Stuart J Russell. Artificial intelligence a modern approach. Pearson Education, Inc., 2010. 1.1.2

Swarnadeep Saha, Prateek Yadav, Lisa Bauer, and Mohit Bansal. ExplaGraphs: An Explanation
Graph Generation Task for Structured Commonsense Reasoning. arXiv:2104.07644 [cs], 2021.
URL http://arxiv.org/abs/2104.07644. arXiv: 2104.07644. 7.1, 7.3.4, 7.3.4, G.3

Keisuke Sakaguchi, Chandra Bhagavatula, Ronan Le Bras, Niket Tandon, Peter Clark, and Yejin
Choi. proscript: Partially ordered scripts generation via pre-trained language models. arxiv,
2021a. 6.4.3

Keisuke Sakaguchi, Chandra Bhagavatula, Ronan Le Bras, Niket Tandon, Peter Clark, and Yejin
Choi. proScript: Partially Ordered Scripts Generation. In Findings of the Association for
Computational Linguistics: EMNLP 2021, pages 2138–2149, Punta Cana, Dominican Republic,
2021b. Association for Computational Linguistics. doi: 10.18653/v1/2021.findings-emnlp.184.
URL https://aclanthology.org/2021.findings-emnlp.184. 7.1, 2, 7.3.2, 7.3.2,
7.3.2

Victor Sanh, Albert Webson, Colin Raffel, Stephen H. Bach, Lintang Sutawika, Zaid Alyafeai,
Antoine Chaffin, Arnaud Stiegler, Teven Le Scao, Arun Raja, Manan Dey, M Saiful Bari,
Canwen Xu, Urmish Thakker, Shanya Sharma Sharma, Eliza Szczechla, Taewoon Kim, Gunjan
Chhablani, Nihal Nayak, Debajyoti Datta, Jonathan Chang, Mike Tian-Jian Jiang, Han Wang,
Matteo Manica, Sheng Shen, Zheng Xin Yong, Harshit Pandey, Rachel Bawden, Thomas Wang,
Trishala Neeraj, Jos Rozen, Abheesht Sharma, Andrea Santilli, Thibault Fevry, Jason Alan
Fries, Ryan Teehan, Stella Biderman, Leo Gao, Tali Bers, Thomas Wolf, and Alexander M.
Rush. Multitask Prompted Training Enables Zero-Shot Task Generalization, 2021. 8.1, 8.7

Maarten Sap, Ronan Le Bras, Emily Allaway, Chandra Bhagavatula, Nicholas Lourie, Han-
nah Rashkin, Brendan Roof, Noah A. Smith, and Yejin Choi. ATOMIC: an atlas of ma-
chine commonsense for if-then reasoning. In The Thirty-Third AAAI Conference on Ar-
tificial Intelligence, AAAI 2019, The Thirty-First Innovative Applications of Artificial In-

151

http://arxiv.org/abs/2112.08633
https://aclanthology.org/2020.findings-emnlp.418
http://arxiv.org/abs/2104.07644
https://aclanthology.org/2021.findings-emnlp.184
https://arxiv.org/pdf/2110.08207.pdf


March 8, 2024
DRAFT

telligence Conference, IAAI 2019, The Ninth AAAI Symposium on Educational Advances
in Artificial Intelligence, EAAI 2019, Honolulu, Hawaii, USA, January 27 - February 1,
2019, pages 3027–3035. AAAI Press, 2019. doi: 10.1609/aaai.v33i01.33013027. URL
https://doi.org/10.1609/aaai.v33i01.33013027. 6.1

William Saunders, Catherine Yeh, Jeff Wu, Steven Bills, Long Ouyang, Jonathan Ward, and Jan
Leike. Self-critiquing models for assisting human evaluators. 2022a. URL http://arxiv.

org/abs/2206.05802. 10.5

William Saunders, Catherine Yeh, Jeff Wu, Steven Bills, Long Ouyang, Jonathan Ward, and Jan
Leike. Self-critiquing models for assisting human evaluators. ArXiv:2206.05802, 2022b. URL
https://arxiv.org/abs/2206.05802. ??
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Alina Beygelzimer, Florence d’Alché-Buc, Emily B. Fox, and Roman Garnett, editors, Ad-
vances in Neural Information Processing Systems 32: Annual Conference on Neural In-
formation Processing Systems 2019, NeurIPS 2019, December 8-14, 2019, Vancouver, BC,
Canada, pages 3261–3275, 2019. URL https://proceedings.neurips.cc/paper/

2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html. 7.1

Xuezhi Wang, Jason Wei, Dale Schuurmans, Quoc Le, Ed Chi, and Denny Zhou. Rationale-
Augmented Ensembles in Language Models. arXiv preprints arXiv:2207.00747, 2022a. 8.2

Xuezhi Wang, Jason Wei, Dale Schuurmans, Quoc Le, Ed Chi, and Denny Zhou. Self-Consistency
Improves Chain of Thought Reasoning in Language Models. arXiv preprint arXiv:2203.11171,
2022b. 8.2, 8.1, 8.5.1, 8.3

Yue Wang, Weishi Wang, Shafiq Joty, and Steven CH Hoi. Codet5: Identifier-aware unified
pre-trained encoder-decoder models for code understanding and generation. arXiv preprint
arXiv:2109.00859, 2021. URL https://arxiv.org/abs/2109.00859. 1.1, 7.1

Lilian D. A. Wanzare, Alessandra Zarcone, Stefan Thater, and Manfred Pinkal. A crowdsourced
database of event sequence descriptions for the acquisition of high-quality script knowledge.
In Proceedings of the Tenth International Conference on Language Resources and Evalua-
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Appendices

A Chapter 2: Neural Language Modeling for Contextualized
Temporal Graph Generation

A.1 Learning Event Communities Using Community Detection

In this section, we provide the details on the community detection algorithm used by our method.
We define the temporal event communities to be a division of the temporal graph G(V,E) into
sub-graphs G1(V1,E1),G2(V2,E2), ...,Gk(Vk,Ek) such that the events in a community (sub-
graph) Gi are more co-referential to each other as opposed to the other events in the temporal graph.
We use the undirected link between two events ej, ei as a proxy for them being co-referential, and
learn temporal event communities utilizing the concept of modularity, first introduced by Newman
and Girvan [2004].

Formally, let A be the undirected adjacency matrix for a temporal graph G(V,E) such that
A(ei, ej) = 1 if ei and ej are connected by a temporal relation, and 0 otherwise. Further, let
δ(ei, ej) = 1 if events ei, ej belong to the same temporal community, and 0 otherwise. For a
given δ, we denote the fraction of the edges that exist between events that belong to the same

communities by fsame =

∑
ei,ej∈E A(ei,ej)δ(ei,ej)

2|E| . Where the 2|E| in the denominator is due to the
fact that A treats G as an undirected graph. Let the popularity p of an event ei be the number of
events that are linked to it i.e. p(ei) =

∑
ej∈EA(ei, ej). The probability of randomly picking an

event ei when sampled by popularity is p(ei)∑
ej∈E p(ei)

= p(ei)
2|E| . Thus, if edges are created randomly

by sampling nodes by popularity p of the nodes, the fraction of edges within the communities,
frandom, is given by

frandom =

∑
ei,ej∈E p(ei)p(ej)δ(ei, ej)

2|E| ∗ 2|E|

Finally, defining modularity, Q, to be fsame − frandom:

Q =
1

2|E|
∗

∑
ei,ej∈E

A(ei, ej)−
p(ei)p(ej)δ(ei, ej)

2|E|

We want to learn community assignments δ that maximize Q. A high Q would promote fsame >
frandom and thereby encourage highly inter-connected event communities. Calculating such δ
directly is not tractable, since the complexity of such an operation would be at least exponential
in the number of events Newman [2004]. We use the fast implementation provided by Clauset
et al. [2004] for calculating event communities iteratively. The algorithm converges at Q 0.3.
We use a similar approximation at test time: given a document D, we first break it down into
sub-documents using CAEVO and then feed each sub-document to our method.
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Figure 7: Event temporal graph and the extracted communities for a sample document. Each
community is shown in different color. The singleton nodes (gray) are dropped. The nodes
are only annotated with the verbs for brevity. The edge labels and directions are not used for
community detection.

A.2 Using a smaller block size
We found that the performance drops when using a block size of 300 and batch size of 2. Table 4
presents the results.

BLEU MTR RG DOT%

25.01 27.95 60.99 91.71

vP vR vF1 eP eR eF1

70.31 64.75 65.68 29.43 24.83 24.27

Table 4: Results for TG-Gen using a block size of 300 and a block size of 2.

A.3 Masked Language Modeling Using Transformers
In this section, we expand on the design of the transformer blocks. For ease of reference, we
re-iterate our training methodology. We train a (separate) conditional language model to solve
both the tasks. Specifically, given a training corpus of the form {(§xi, §yi)}, we aim to estimate
the distribution pθ(§yi | §xi). Given a training example (§xi, §yi) we set §ui = §xi∥§yi4. pθ(§ui)
can then be factorized as a sequence of auto-regressive conditional probabilities using the chain
rule: pθ(§ui) =

∏n
k=1 p(ui,k|§ui,<k), where ui,k denotes the kth token of the ith sequence, and

§ui,<k denotes the sequence of tokens {u1, u2, ..., uk−1}. Language models are typically trained
by minimizing a cross-entropy loss −logpθ(§ui) over each sequence §ui in X. However, the

4∥ denotes concatenation
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cross-entropy loss captures the joint distribution pθ(§xi, §yi), and is not aligned with our goal of
learning conditional distribution pθ(§yi|§xi). To circumvent this, we train our model by masking
the loss terms corresponding to the input §xi, similar to Bosselut et al. [2019]. Let §mi be a
mask vector for each sequence §ui, set to 0 for positions corresponding to §xi, and 1 otherwise
i.e. mi,j = 1 if j > |§xi|, else 0. We combine the mask vector with our factorization of pθ(§ui) to
formulate a masked language modeling loss, which is minimized over the training corpus X to
estimate the optimal θ:

Lmasked(X) = −
|X|∑
i=1

|xi|+|yi|∑
j=1

mi,j ∗ log(pθ(ui,j|§ui,<j))

Note that the formulation of masked loss is opaque to the underlying architecture, and can be
implemented with a simple change to the loss function. Intuitively, the model is optimized for
only the output sequence yi.

Adapting GPT-2 for Masked Language Modeling

In practice, we use GPT-2 Radford et al. [2019] based on transformer architecture Vaswani et al.
[2017] for our implementation. An input sequence §ui of length n is first embedded to a continuous
representation denoted by §ui

(0) ∈ Rnd. §ui
(0) is then passed through a series of L transformer

blocks to obtain the output sequence §ui
(L) ∈ Rnh. Each transformer block Vaswani et al. [2017]

consists of two operations: an auto-regressive version of the multiheaded self-attention Vaswani
et al. [2017] operation (AutoRegMultiHead) followed by a feed-forward operation (FFN). Each
of these operations is surrounded by a residual connection He et al. [2016] and followed by a
layer normalization Ba et al. [2016] operation. Denoting by §u(l−1) the input to the lth transformer
block , the operations are in a transformer block are defined as follows:

§̃ul

attn = AutoRegMultiHead(§u(l−1))

§u(l)
att = LayerNorm(§̃u(l)

att + §u(l−1))

§̃u(l)

ffn = FFN(§u(l)
att)

§u(l) = LayerNorm(§̃u(l)

ffn + §u
(l)
att)

Where AutoRegMultiHead is an auto-regressive version of the multiheaded self-attention Vaswani
et al. [2017] that restricts the attention to the sequence seen so far (in accordance with the chain
rule), and FFN is a feed-forward network (MLP). After obtaining §ui

(L), we set pϕ(§ui) =
softmax(§ui

(L) ∗We), where We ∈ Rh|V | (|V | is the size of the vocabulary). Finally, we calculate
the masked loss as L(§ui) = §mi

T ⊙ log(pϕ(§ui)), and the optimal ϕ is obtained by minimizing
Lmasked(X) = −

∑|X|
i=1 L(§ui).

A.4 Dataset Statistics
Tables 5, 6, and 7 list various statistics calculated from the source data.
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Descriptor #Articles

terrorism 40909
murders and attempted murders 25169
united states international relations 17761
united states armament and defense 16785
airlines and airplanes 16103
world trade center (nyc) 15145
demonstrations and riots 14477
hijacking 14472
politics and government 6270
bombs and explosives 5607

Table 5: Top Descriptors for the filtered Dataset. Note that each article is typically assigned more
than one descriptor.

Event verb Raw frequency % Frequency

said 647685 9.60
say 57667 0.86
had 47320 0.70
killed 43369 0.64
told 42983 0.64
found 41733 0.62
made 40544 0.60
war 35257 0.52
get 30726 0.46
make 29407 0.44

Table 6: Most frequent events extracted by CAEVO.

A.5 Examples
Figures 8-13 show randomly picked examples from the test corpus. Each figure shows the text,
the corresponding true graph, and the graph predicted by GPT-2.

B Chapter 3: Conditional Set Generation with SEQ2SEQ mod-
els

B.1 Proofs
Let Y be the output space, yi, yj, yk ∈ Y, and yk ∈ Y − yi − yj be a subset of the symbols
excluding yi, yj . We assume that all the distributions are non-negative (i.e., p(y) > 0,∀y ∈ Y)
Lemma B.1. yi ̸⊥⊥ yj =⇒ yi ̸⊥⊥ (yjyk)
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Relation Raw Frequency % Frequency

BEFORE 2436201 54.51
AFTER 1772071 39.65
IS INCLUDED 131052 2.93
SIMULTANEOUS 112509 2.52
INCLUDES 17465 0.39

Table 7: Relation Frequence in our Corpus

Relation Frequency

BEFORE 98715
AFTER 68582
IS INCLUDED 6179
SIMULTANEOUS 6209
INCLUDES 285

Table 8: Edges in Generated Graphs: Top

Proof Let yi ⊥⊥ (yjyk) by contradiction. Then:

p(yi, yjyk) = p(yi)p(yjyk) (5)

Also,

p(yi, yj) =
∑

yk∈Z

p(yi, yjyk)

=
∑

yk∈Z

p(yi)p(yjyk) (equation ??)

= p(yi)
∑

yk∈Z

p(yjyk)

= p(yi)p(yj) (6)

However, yi ̸⊥⊥ y thus yi ̸⊥⊥ y =⇒ yi ̸⊥⊥ (yjyk).
Lemma B.2.

p(yi | yj) > p(yj | yi) =⇒ p(yi | yj,yk) > p(yj | yi,yk)

if yi, yj ⊥⊥ yk

Proof We have:

p(yi | yj) > p(yj | yi)

=⇒ p(yj) < p(yi) (7)
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Figure 8

p(yj,yk) = p(yk | yj)p(yj)

< p(yk | yj)p(yi) (Equation 7)

= p(yk | yi)p(yi) (yi, yj ⊥⊥ yk =⇒ p(yk | yj) = p(yk | yi) = p(yk))

= p(yi,yk) (8)

Thus,

p(yi | yj,yk) =
p(yi, yj,yk)

p(yj,yk)

>
p(yi, yj,yk)

p(yi,yk)

= p(yj | yi,yk) (9)

Lemma B.3. If yi ⊥⊥ yj ∀yi, yj ∈ Y, the order is guaranteed to not affect learning.

Proof Let πj be the jth order over Y (out of |Y|! possible orders Π), and πj(Y) be the sequence
of elements in Y arranged with πj .

p(yi | yj) = p(yi) (yi ⊥⊥ yj ∀yi, yj)

=⇒ p(yi, yj, yk) = p(yi)p(yj | yi)p(yk | yi, yj)

= p(yi)p(yj)p(yk)

=⇒ p(πm(yi, yj, yk)) = p(πn(yi, yj, yk)) ∀πm, πm ∈ Π
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Figure 9

In other words, when all elements are mutually independent, all possible joint factorizations will
simply be a product of the marginals, and thus identical.
Lemma B.4. The graphs constructed to sample orders for TSAMPLE cannot have cycles.

Proof Let yi, yj, yk form a cycle: yi → yj → yk → yi. By construction, the following
conditions must hold for such a cycle to be present:

log p(yj | yi)− log p(yi | yj) > β =⇒ log p(yi) < log p(yj)

log p(yk | yj)− log p(yj | yk) > β =⇒ log p(yj) < log p(yk)

log p(yi | yk)− log p(yk | yi) > β =⇒ log p(yk) < log p(yi)

Putting the three implications together, we get log p(yi) < log p(yj) < log p(yk) < log p(yi),
which is a contradiction. Hence, the graphs constructed for TSAMPLE cannot have a cycle.

B.2 Sample graphs
In this section, we present additional examples from REUTERS and GO-EMO datasets to illustrate
the permutations generated by our method. TSAMPLE encourages highly co-occuring pairs (yi, yj)
to be in the order yi, yj if p(yj | yi) > p(yi | yj). In our analysis, this dependency in the datasets
shows that the orders exhibit a pattern where specific labels appear before the generic ones. For
example, in case of entity typing, the more GO-EMO, sadness is generated after the more specific
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Figure 10

emotion remorse and fear (Figure 14). Similarly, the entity crude is generated after the entities
gas and nat-gas. (Figure 15 (right)).

B.3 Hyperparameters
We list all the hyperparameters in Table 9.

B.4 Dataset
Table 10 shows examples for each of the datasets.
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Figure 11

Hyperparameter Value

GPU GeForce RTX 2080 Ti
gpus 1
auto select gpus false
accumulate grad batches 1
max epochs 3
precision 32
learning rate 1e-05
adam epsilon 1e-08
num workers 16
warmup prop 0.1
seeds [15143, 27122, 999888]
add lr scheduler true
lr scheduler linear
max source length 120
max target length 120
val max target length 120
test max target length 120

Table 9: List of hyperparameters used for all the experiments.
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Figure 12

Figure 13
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Figure 14: Label dependencies discovered by TSAMPLE for GO-EMO
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Figure 15: Label dependencies discovered by TSAMPLE for REUTERS
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Input Output

Fine-grained emotion
classification, [28]
[Demszky et al., 2020]

So there’s hope for the rest of us!
Thanks for sharing. What helped
you get to where you are?

{curiosity, gratitude,
optimism}

Open-entity typing [2519]

[Choi et al., 2018]

Some 700,000 cubic meters of
caustic sludge and water burst
inundating [SPAN] three west
Hungarian villages [SPAN] and spilling.

{colony, region,
location, hamlet,
area, village,
settlement, community}

Reuters [90]

[Lewis, 1997]
India is reported to have bought
two white sugar cargoes for. . .
. . .cargo sale, they said.

{ship, sugar}

Keyphrase generation [270k]

[Ye et al., 2021]

We analyze the impact of core
affinity on both network and
disk i/o performance...our dynamic
core affinity improves the file upload
throughput more than digit%

{big data, multi-core,
process-scheduling}

Table 10: Real world tasks used for experiments

172



March 8, 2024
DRAFT

GO-EMO OPENENT REUTERS

MULTI-LABEL 22.4 14.3 21.7
MULTI-LABEL @oracle-k 21.3 17.8 25.6
TSAMPLE + card 30.0 53.5 26.7

Table 11: Multi-label classification when the true cardinality is provided to the classifier. While
providing the true cardinality helps the performance of multi-label classifiers, it still lags TSAMPLE.

B.5 Additional results
This section presents detailed results that were omitted from the main paper for brevity. This
includes macro and micro precision, recall, and F scores on all datasets, and additional ablation
experiments.

1. Table 12 shows the detailed results from the four tasks.

2. Detailed results on GO-EMO, REUTERS, and OPENENT are present in Tables 13, 14, and 15,
respectively.

3. Table 16 includes results from a multi-label classification baseline where bert-base-uncased
is used as the encoder.

GO-EMO OPENENT REUTERS KEYGEN

p r F p r F p r F p r F

MULTI-LABEL 20.8 42.4 22.4 16.4 25.1 14.3 19.7 43.4 21.7 - - -
MULTI-LABEL-K* 21.3 21.3 21.3 17.8 17.8 17.8 25.6 25.6 25.6 - - -

SET SEARCH 10.7 7.0 7.4 26.5 31.4 26.3 10.9 7.1 7.5 5.8 7.4 6.4
SEQ2SEQ 27.4 26.2 23.4 55.4 42.4 44.6 24.8 13.8 15.6 6.7 5.5 5.9
RANDOM 32.5 19.9 22.7 62.6 41.7 46.9 26.7 12.7 15.2 6.6 4.5 5.2
TSAMPLE 36.7 19.8 23.3 60.0 44.5 48.0 26.5 12.8 15.8 7.0 5.0 5.6

SEQ2SEQ + CARD 33.0 28.3 26.8 62.5 44.7 50.5 34.1 21.8 24.3 7.1 5.6 6.1
RANDOM + CARD 35.6 26.5 27.5 68.6 42.3 50.4 35.3 22.1 24.7 7.3 5.7 6.3
TSAMPLE + CARD 36.1 30.5 30.0 65.5 47.5 53.5 36.7 24.1 26.7 7.7 6.1 6.6

Table 12: Our main results in detail: using permutations generated by TSAMPLE and adding
cardinality gives the best overall performance in terms of macro precision, recall, and F1- score.
MULTI-LABEL is the standard multi-label classification approach. Statistically significant results
are underscored. CARD stands for cardinality.
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pmicro pmacro rmicro rmacro fmicro fmacro J

SET SEARCH 47.17 10.68 13.09 7.02 10.7 7.36 7.4
SEQ2SEQ 41.65 27.39 35.19 26.21 27.4 23.41 23.4
SEQ2SEQ + CARD 39.77 33 38.02 28.31 33 26.79 26.8
RANDOM + CARD 44.77 35.6 32.96 26.54 35.6 27.53 27.5
TSAMPLE + CARD 43.37 36.08 34.51 30.54 36.1 30.01 30
RANDOM- CARD 48.85 32.45 27.75 19.86 32.5 22.67 22.7
TSAMPLE- CARD 50 36.68 29.84 19.84 36.7 23.31 23.3

Table 13: Results for GO-EMO.

pmicro pmacro rmicro rmacro fmicro fmacro J

SET SEARCH 70.04 10.92 34.9 7.1 46.56 7.54 37.49
SEQ2SEQ 66.36 24.74 42.28 13.78 51.64 15.58 44.3
SEQ2SEQ + CARD 73.02 34.17 53.8 21.85 61.95 24.28 59.08
RANDOM + CARD 74.26 35.31 54.33 22.13 62.75 24.74 58.95
TSAMPLE + CARD 75.65 36.67 55.54 24.13 64.05 26.66 61.14
RANDOM- CARD 69.56 26.68 38.15 12.71 49.27 15.2 42.24
TSAMPLE- CARD 76.55 26.49 41.78 12.77 54.06 15.78 47.34

Table 14: Results for REUTERS.

pmicro pmacro rmicro rmacro fmicro fmacro J

SET SEARCH 24.65 26.5 29.98 31.44 23.92 26.25 13.39
SEQ2SEQ 52.78 55.4 39.84 42.42 41.45 44.63 24.6
SEQ2SEQ + CARD 61.26 62.48 41.87 44.68 48.07 50.48 27.84
RANDOM + CARD 67.56 68.59 39.61 42.25 47.98 50.4 26.89
TSAMPLE + CARD 64.58 65.53 44.6 47.46 51.2 53.48 29.39
RANDOM- CARD 60.93 62.57 39.09 41.69 44.2 46.85 25.26
TSAMPLE- CARD 58.02 59.88 42.63 44.95 46.54 48.86 26.82

Table 15: Results for OPENENT.
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GO-EMO OPENENT REUTERS

p r F p r F p r F

BERT @1 31.8 10.3 15.6 38.0 10.3 15.9 31.7 12.3 17.6
BERT @3 23.8 23.4 23.6 19.7 14.0 16.1 23.4 28.3 25.5
BERT @5 20.6 34.0 25.7 15.5 18.0 16.4 18.8 37.6 24.9
BERT @10 16.5 54.3 25.3 11.8 26.0 16.0 15.1 61.8 24.2
BERT @20 14.1 93.2 24.5 8.4 34.3 13.5 9.5 75.9 16.8
BERT @50 - - - 2.6 50.2 4.9 8.9 - - -
BERT 21.4 43.0 22.9 16.0 25.5 13.8 19.7 43.2 21.8

BART @1 31.7 10.3 15.5 38.0 10.3 15.6 31.8 12.3 17.6
BART @3 21.2 21.0 21.0 19.7 14.0 15.8 23.1 28.1 25.2
BART @5 14.1 33.4 25.6 15.5 18.0 16.2 18.7 37.6 24.8
BART @10 16.3 53.4 25.0 11.7 26.0 15.9 15.1 62.0 24.1
BART @20 14.1 93.3 24.5 8.4 34.3 13.4 9.6 77.1 17.1
BART @50 - - - 4.9 48.0 8.9 - - -
BART 20.8 42.4 22.4 16.4 25.1 14.3 19.7 43.4 21.7

SET SEARCH 10.7 7.0 7.4 26.5 31.4 26.3 10.9 7.1 7.5
SEQ2SEQ 27.4 26.2 23.4 55.4 42.4 44.6 24.8 13.8 15.6
RANDOM 32.5 19.9 22.7 62.6 41.7 46.9 26.7 12.7 15.2
TSAMPLE 36.7 19.8 23.3 60.0 44.5 48.0 26.5 12.8 15.8

SEQ2SEQ +CARD 33.0 28.3 26.8 62.5 44.7 50.5 34.1 21.8 24.3
RANDOM + CARD 35.6 26.5 27.5 68.6 42.3 50.4 35.3 22.1 24.7
TSAMPLE + CARD 36.1 30.5 30.0 65.5 47.5 53.5 36.7 24.1 26.7

Table 16: Our main results: using permutations generated by TSAMPLE and adding cardinality
gives the best overall performance in terms of macro precision, recall, and F1--score score.
Statistically significant results are underscored. CARD stands for cardinality. BERT @k / BART

@k denotes the pointwise classification baseline using BERT/ BART where the top k labels are
used as the model output. The average is denoted by BERT/ BART.
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B.6 Fixing the proposal distribution in the VAE formulation

log pθ(Y | x) = log
∑
πz∈Π

pθ(πz(Y) | x)

= log
∑
πz∈Π

qϕ(πz)

qϕ(πz)
pθ(πz(Y) | x)

= logEqϕ(πz)[
pθ(πz(Y) | x)

qϕ(πz)
]

≥ Eqϕ(πz)[log pθ(Y, πz | x)]− Eqϕ(πz)[log qϕ(πz)]

log pθ(Y | x) = log
∑
πz∈Π

pθ(πz(Y) | x)

≥ Eqϕ(πz)[
log pθ(πz(Y) | x)

qϕ(πz)
]︸ ︷︷ ︸

ELBO

= L(θ, ϕ)

(10)

Where equation ?? is the evidence lower bound (ELBO). The success of this formulation
depends on the quality of the proposal distribution q from which the orders are drawn. When q
is fixed (e.g., to uniform distribution over the orders), learning only happens for θ. This can be
clearly seen from splitting Equation ?? into terms that involve just θ and ϕ:

∇ϕL(θ, ϕ) = 0

∇θL(θ, ϕ) = ∇θEqϕ(πz)[log pθ(Y, πz | x)]

C Chapter 4: Learning Performance Improving Code Edits

D Analysis of Generated Code Edits
Algorithmic Transformations (34.15%). The most dominant transformation, representing ap-
proximately 34.15% of the changes, is the Algorithmic category. Edits in this category exhibited
sophisticated code restructuring. A frequent transformation was the shift from recursive method-
ologies to dynamic programming approaches, which can significantly enhance running time
for specific problem types. Other examples include replacing Binary Indexed Trees with more
straightforward constructs, removing redundant conditional checks, bit manipulations, and in
some cases, using identities from number theory and algebra to replace complex computation
with a formula.

Input/Output Operations (26.02%). The Input/Output operations category, accounting
for roughly 26.02% of the changes, primarily centered on transitioning from C++ standard I/O
methods (‘cin/cout‘) to the faster C-standard methods (‘scanf/printf‘). Other examples include
reading a string character-by-character vs. reading in one go, This transformation is particularly
beneficial for problems dealing with extensive datasets, where I/O operations can be a bottleneck.
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Data Structure Modifications (21.14%). Changes in the Data Structures category, which
constituted about 21.14% of the transformations, showcased the model’s adeptness in selecting
optimal data structures for the task. A recurring modification was the transition from vectors
to traditional arrays, leading to enhanced access times and reduced overhead. Additionally,
the changes include removal of pointers in favor of direct access, and using hashmaps when
appropriate.

Miscellaneous Optimizations (18.70%). The Miscellaneous category, encompassing approxi-
mately 18.70% of changes, captured a myriad of optimizations. These ranged from code cleanups,
such as omitting unnecessary initializations, to replacing computationally intensive functions with
predefined constants.

While our analysis showcases a variety of optimizations, it is essential to address certain
speedup sources that may be considered spurious. Specifically, in 10 out of the 120 cases we
examined, the speedup stemmed from reducing the constants used to allocate arrays. These
speedups might not always reflect genuine algorithmic improvements, and indicate that the test
cases may not perfectly cover all the cases, an open problem in code synthesis [Li et al., 2021b].
Thus, while they contribute to the overall speedup metrics, they should be interpreted with caution.
Nevertheless, our analysis shows that the vast majority of speedups do not suffer from this issue,
supporting our strong empirical results.

D.1 Examples of Optimizations
We show several examples to demonstrate the nature of optimizations made by our model. In these
examples, we highlight the removal of a wasteful nested loop (Figure 17), eliminating the need
to sort (Figure 16), avoiding unnecessary precomputations (Figure 18), use of simple modular
arithmetic properties for optimization (Figure 19), and restructuring loops to improve performance
(??).
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int main(){
int n, m, a, b;
vector<int> v, v1;

cin >> n >> m;

for(int i = 0; i < m; i++){
cin >> a >> b;
v.push_back(a);
v1.push_back(b);

}

sort(v.begin(), v.end());
sort(v1.begin(), v1.end());

if(v.back() > v1[0]){
cout << 0 << endl;

} else {
cout << v1[0] - v.back() + 1 <<

endl;
}

return 0;
}

(a) Slower Code.

int main(){
int n, m, a, b, max = -1, min = 1e9;
scanf("%d%d", &n, &m);
for(int i = 0; i < m; i++){

scanf("%d%d", &a, &b);
if(a > max) max = a;
if(b < min) min = b;

}
ans = min - max + 1;
if(ans < 0){

ans = 0;
}
printf("%d\n", ans);
return 0;

}

(b) Faster Code.

Figure 16: Comparison of two programs for determining the range between the maximum and
minimum values from a set of input pairs. The faster code (right) generated by GPT-2 directly
computes the maximum start and minimum end of the ranges in a single pass (O(n)), eliminating
the need for sorting (O(n log n)).

int main(){
int k,x;
cin>>k>>x;
for (int i=-1000000;i<1000001;i++) {
if(i==x){

for (i=x-(k-1);i<x+k;i++){
cout<< i<<" ";

}
}
}
return 0;

}

(a) Slower Code.

int main(){
int k,x;
scanf("%d %d",&k,&x);
for(int i=x-k+1;i<=x+k-1;i++)

printf("%d ",i);
return 0;

}

(b) Faster Code.

Figure 17: Comparison of two code implementations for printing 2k − 1 consecutive numbers
centered around the input x. The faster code (right) optimizes the process by directly computing
the range without the need for nested loops, resulting in a more efficient and concise solution.
The red highlighted portion in the slower code (left) indicates the wasteful nested loop that was
eliminated in the optimized version. This loop unnecessarily iterates over a large range of numbers,
only to perform a meaningful operation for a tiny fraction of those iterations.
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int main()
{

int i, n;
long long num[100005] = {0,1};
for (i = 2; i <= 100004; i++)

num[i] = (num[i-1] *
i)%(1000000007);
scanf("%d", &n);
printf("%lld\n", num[n]);
return 0;

}

(a) Slower Code.

long long a=1,mod=1e9+7;
int n;
int main()
{

scanf("%d",&n);
for(int i=1;i<=n;i++)
{

a=(a*i)%mod;
}
printf("%lld",a);

}

(b) Faster Code.

Figure 18: Comparison of two code implementations for computing factorial modulo 109 + 7.
The slower code (left) precomputes the factorial for all numbers up to 105, storing them in an
array. The faster code (right) computes the factorial only for the given input, resulting in a more
memory-efficient and faster solution. The red highlighted portion in the slower code indicates the
precomputation step that was eliminated in the optimized version.

int main() {
int A, B, C;
scanf("%d %d %d", &A, &B, &C);

bool isYes = false;
for (int i = 0; i < 1000; i++) {

for (int j = 0; j < 1000; j++) {
if ((A * i) - (B * j) == C)

isYes = true;
}

}

printf("%s\n", isYes ? "YES" : "NO");
return 0;

}

(a) Slower Code with Nested Loops.

int main() {
int A, B, C;
scanf("%d %d %d", &A, &B, &C);

bool is_yes = false;
for (int i = 0; i < B; i++) {

if ((A * i) % B == C)
is_yes = true;

}

printf("%s\n", is_yes ? "YES" : "NO");
return 0;

}

(b) Optimized Code.

Figure 19: Optimization of a modular arithmetic problem. The slower code naively checks all
possible combinations of i and j leading to a complexity of O(106). The faster code leverages
the property of modular arithmetic, reducing the complexity to O(B). By directly computing
the modulo operation for each i in the range [0, B − 1], it efficiently determines if the condition
(A× i) mod B = C is satisfied. Note that the example on the right is faster, but the generated
code could have been even faster if it included a break statement.
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D.2 Convergence of GPT3.5 Fine-Tuned Models with Additional Genera-
tions

The data in Section 4.3.4 shows that the gap between GPT-3 fine-tuned on HQ data and HQ +
Self-Play seems to diminish with more generations. Training with HQ data helps increase the
model’s coverage, allowing it to optimize a large number of programs with just a single greedy
sample. However, as more samples are drawn, the performance of HQ and HQ + Self-play
gradually converge to a similar level of performance. We include the plots of the performance
improvements as the number of samples gradually increases in Figure 20 and Figure 21.

Additionally, there is a slight drop in correctness after training with Self-Play; however, the
speedup and correctness increase from 6.74→ 6.86 and 86.66→ 87.68. This reveals a precision-
recall style trade-off: the model trained on synthetic data learns to try novel optimization strategies,
but that comes at the cost of making more mistakes. We will add this analysis to the revision.
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Figure 20: Performance in % Opt over gener-
ations comparison of GPT-3 fine-tuned with
HQ Data Only vs. HQ + Self-Play.
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Figure 21: Speedup over generations com-
parison of GPT-3 fine-tuned with HQ Data
Only vs. HQ + Self-Play.

Table 17: Error analysis of GPT-3.5 fine-tuned with synthetic data.

Result Percentage
Failed to compile (syntax/type errors) 12.51%
Compiled, but got [95-100%] of test cases wrong 27.59%
Compiled, but got (75, 95%] of test cases wrong 12.08%
Compiled, but got (25, 75%] of test cases wrong 10.84%
Compiled, but got (0-25%] of test cases wrong (at least 1 test case was wrong) 6.90%
Ran all test cases, but the program was slower than the original 9.93%
Ran all test cases, but the program was the same speed as the original 9.40%
Ran all test cases, the program was faster, but not 1.1× speedup or higher 10.75%
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D.3 Error Analysis
We performed error analysis on the the GPT-3.5 fine-tuned with Self-Play. We analyzed the
generated programs that it fails to optimize and the cause of each failure. Table 17 shows that a
large fraction ∼60% of the failures happen because the proposed changes break a unit test. In
about 30% of the cases, the model produces a correct, but the generated program is either slower
(10%) or doesn’t meet our threshold for speedup (10%). Finally, in about 10% of the cases, the
generated program has a syntax error. Additionally, with test cases, we find that when the model
gets the program wrong, it seems to most often get it quite wrong by missing most test cases.

Additionally, we conduct additional analysis to investigate the properties of programs that PIE
fails to optimize. The results show a mild negative correlation between the problem description
length and average accuracy (-0.15) and between the source program length and average accuracy
(-0.26), suggesting longer inputs slightly reduce accuracy. Additionally, the average speedup has a
mild negative correlation with both the problem description length (-0.16) and the source program
length (-0.11), indicating a minimal impact of length on speedup compared to correctness. Overall,
this analysis reveals that language models struggle to generate a correct program when faced
with larger source programs and challenging problems, but their ability to optimize programs
is minimally impacted. This motivates a future work direction where techniques from program
repair may be combined with PIE for better results.

Why does Performance-Conditioning Degrade the Ability to Produce Correct Code? We
believe that conditioning the model only to generate programs with a 10/10 optimization rate
may constrain the number of optimizations available for any given input. To investigate this, we
experimented using the first 6 generations from the 7b Performance-Conditioned model when
conditioned on 10/10 versus combining the first 2 generations when conditioned on 10/10, 9/10,
and 8/10 (i.e. comparing 6 total generations from one strategy vs. 6 total generations across
difference strategies). When we did this, we saw a %Correct increase from 59.95% to 64.36%.
These results support the explanation that performance labels may restrict the set of generated
programs that are correct.
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D.4 PIE Dataset Details

Dataset Unique Problem IDs

Train 1,474
Val 77
Test 41

Table 18: Number of unique problem ids.

Dataset Pairs

Train 77,967
Val 2,544
Test 978

Table 19: Number of pairs.

Dataset Mean src Mean tgt Median src Median tgt

Train 675.00 616.44 417 372
Val 644.74 471.47 180 110
Test 427.85 399.15 362 319

Table 20: GPT-2 Tokenizer lengths.

D.5 Self-Play Data Generation Details

We use the template in Figure 22 for prompting GPT-3 in the self-play scenario. For the prompt,
we sample natural language descriptions of programming problems as well as accepted solutions
to fill in the template. For generation, we use a temperature of 1.0 and use top-p sampling with
p = 0.9 For each prompt, we try attempt to take n = 5 samples. We chose these samples after
doing a sweep of 6 configurations of generation parameters, each attempting to generate 200
programs. We found this configuration to be the most cost-effective per new-sample with relatively
promising rates of novelty.

We found that after attempting to generate 10,000 new programs through the prompting
strategy, 6,553 were not in the training/validation/test set of PIE. We keep track of equivalent
programs of the ones generated, and of these 6,553 generations we found 3,314 equivalence sets.
In total, this required executing over 1.4 million binary input pairs. Parallelized on a 24-core Intel
13900k processor with 64GB of RAM, this took less than 72 hours to complete.
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Description 1: {description_1}
Code 1: {code_1}
Description 2: {description_2}
Code 2: {code_2}
Now, can you generate a program that takes that same input as Code

2 in Code 3 but produces different outputs? Write it to be as
novel as possible.

↪→

↪→

Code 3:

Figure 22: The prompt template used for prompting GPT-3 for generating synthetic data for
self-play.

D.6 Ablation of Retrieval-Based Few-Shot Prompting Configuration
For our retrieval-based prompting experiment we tried multiple configurations for the number of
retrieved prompts where of K = {1, 2, 4} of the K closest retrieved prompts.

Table 21: Retrieval-based few-shot prompting ablation over different K examples for retrieval
and over various models.

Best@1 Best@8

Method Model %Opt Speedup %Correct %Opt Speedup %Correct

Dynamic Retrieval, K=1 CODELLAMA 7B 3.27% 1.09× 16.67% 15.64% 1.50× 50.51%
Dynamic Retrieval, K=1 CODELLAMA 13B 5.32% 1.16× 21.68% 22.29% 1.72× 62.99%
Dynamic Retrieval, K=1 CODELLAMA 34B 10.02% 1.25× 30.67% 34.25% 2.21× 69.73%

Dynamic Retrieval, K=2 CODELLAMA 7B 4.40% 1.13× 20.55% 16.87% 1.51× 55.32%
Dynamic Retrieval, K=2 CODELLAMA 13B 9.10% 1.35× 28.73% 28.02% 1.97× 64.72%
Dynamic Retrieval, K=2 CODELLAMA 34B 10.22% 1.27× 25.87% 34.25% 2.28× 63.19%

Dynamic Retrieval, K=4 CODELLAMA 7B 6.34% 1.19× 23.11% 21.06% 1.66× 57.98%
Dynamic Retrieval, K=4 CODELLAMA 13B 9.30% 1.29× 26.99% 28.12% 2.04× 62.58%
Dynamic Retrieval, K=4 CODELLAMA 34B 11.66% 1.34× 30.57% 42.54% 2.43× 73.62%

Dynamic Retrieval, K=2 GPT3.5 26.18% 1.58× 80.37% 48.06% 2.14× 97.85%
Dynamic Retrieval, K=2 GPT-4 50.00% 2.61× 80.57% 74.74% 3.95× 97.85%

D.7 Training Details
We fine-tuned the 7B and 13B variants using the HuggingFace Transformers library with FSDP
to distribute the training process across 8× 48GB GPUs (NVIDIA RTX A6000/NVIDIA L40).
For our high-quality dataset, which consists of approximately 4,000 examples, the models were
fine-tuned until convergence was achieved, which can be done under 12 hours with 8 GPUs. For
tasks related to full data fine-tuning and performance-conditioned fine-tuning, we only train for

183



March 8, 2024
DRAFT

1 epoch, which takes 24 to 36 hours, depending on the model of GPU used. All experiments
were conducted using the AdamW optimizer [Loshchilov and Hutter, 2017]. For the 7B and 13B
variants of CODELLAMA, we used a batch size of 32 and a learning rate of 1e−5 for all of the
experiments.

D.8 Example of Duplicate Code in CodeNet with Different Measured Run-
times

Figure 23 contains an example of code we found duplicated across the Project Codenet Dataset
with variance in the dataset’s report of CPUTime. For problem number p03160 and between
submission s766827701 and s964782197 a speedup of 2.44× is reported, despite the pro-
grams and environments being identical. We note that multiple submissions existed, because it
was template code. For brevity, we remove the macros, imports, and comments.

D.9 Lora Results

We show results using low-rank adaptors for finetuning in ??. We hypothesize that this gap may
be because performance optimization examples do not occur naturally in the training data.

Recent work has shown that the effectiveness of parameter-efficient methods depends on the
training data. For example, He et al. [2021] find that “PEFT techniques are slower to converge
than full tuning in low/medium-resource scenarios,” and Niederfahrenhorst et al. [2023] find that
LoRA is least effective for challenging tasks like mathematical reasoning. Together, these works
indicate that the performance of PEFT may be heavily task-dependent. Our hypothesis is based
on the fact that LoRA only changes a small subset of the model’s parameters, and is likely most
helpful when the base model has some proficiency for the task (due to pre-training), and LoRA
can help adapt the model of the task further. Given that LLMs generally struggled in program
optimization without retrieval or full fine-tuning, we hypothesize that the challenging nature of
the problem and a potential lack of pre-trained proficiency pose challenges for LoRA.

Table 22: LoRA Experiments: Results for fine-tuning CODELLAMA with low rank adapters. A
LoRA rank of 32 and LoRA alpha of 16 is used for all experiments listed.

Best@1 Best@8

Dataset Model %Opt Speedup %Correct %Opt Speedup %Correct

All CODELLAMA 7B 1.12% 1.01× 45.82% 9.57% 1.17× 87.47%
All CODELLAMA 13B 0.41% 1.01× 59.47% 9.67% 1.15× 90.94%

HQ CODELLAMA 13B 0.92% 1.02× 59.57% 10.69% 1.17× 91.04%

D.10 Prompts
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using namespace std;
typedef long long ll;
inline void getInt(int* p);
const int maxn=1000010;
const int inf=0x3f3f3f3f;
ll n;
ll dp[maxn];
ll a[maxn];
int main()
{

gbtb;
cin>>n;
repd(i,1,n)
{

cin>>a[i];
}
dp[1]=0;
dp[0]=0;
dp[2]=abs(a[2]-a[1]);
repd(i,3,n)
{

dp[i]=min(dp[i-2]+abs(a[i]-a[i-2]),dp[i-1]+abs(a[i]-a[i-1]));

}
cout<<dp[n];
return 0;

}

inline void getInt(int* p) {
char ch;
do {

ch = getchar();
} while (ch == ' ' ch == '\n');
if (ch == '-') {

*p = -(getchar() - '0');
while ((ch = getchar()) >= '0' && ch <= '9') {

*p = *p * 10 - ch + '0';
}

}
else {

*p = ch - '0';
while ((ch = getchar()) >= '0' && ch <= '9') {

*p = *p * 10 + ch - '0';
}

}
}

Figure 23: An example of a C++ program we found multiple submissions for as it is template
code. Across these submissions, we found variance in the reported CPU runtime despite the code
and competitive programming environment being identical.

E Chapter 6: Think about it! Improving defeasible reasoning
by first modeling the question scenario

E.1 Training graph corrector

As mentioned in Section 6.3.2, the graph generator GENinit is trained as a seq2seq model from
WIQA with input = [Premise] Ti | [Situation] Si | [Hypothesis] Hi, and output = Gi.
Graphs in WIQA additionally capture the influence that the situation has on the hypothesis.
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Given the program below, improve its performance:

### Program:
{src_code}

### Optimized Version:

Figure 24: Instruction-prompting for adapting LLMs. The model is provided with direct instruc-
tions to improve the performance of the given program.

slow1 → fast1 || slow2 → fast2 || slow3 → fast3 || ... || slowN →
fastN↪→

### Program:
{src_code}

### Optimized Version:

Figure 25: Few-shot prompting for in-context learning. The format ”slow → fast” is used for
adaptation. A test program is appended for inference.

Denoting this influence label by yi can be either helps or hurts
From our experiments, we observe that appending yi to the training data (from input =

[Premise] Ti | [Situation] Si | [Hypothesis] Hi to input = [Premise] Ti | [Situation] Si |
[Hypothesis] Hi | yi) reduces repetitions by 13%.

We refer to this data generator as GEN∗
init, and the graphs produced by it as G∗. However, we

do not have access to y during test time, and thus GEN∗
init cannot be used directly to produce G∗

for defeasible queries. We circumvent this by using GEN∗
init to train a graph-to-graph generation

model, that takes as input G′ and generates G∗ as output (G′ → G∗). We call this system GENcorr.
We give an overview of the process in Figure 30. In Figure 31, we give examples of an intial
graph produced by GENinit, the corresponding graph produced by GEN∗

init, and the graph produced
by GENcorr.

E.2 MOE gradient analysis
We restate Equation 6.2 for quick reference:

p = M(x)

o =
n∑

i=1

piEi(x)

where we have changed the notation slightly to use o as the MOE output instead of y. We also
refer to Ei(x) as Ei. Further, oj =

∑n
i=1 piEij . We present the analysis for a generic multi-class
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### slower program:
{src_code}
Give a potential strategy improving the program:

LLM reasoning: The current program calculates the sum of integers from 1 to n-1
using a loop. This iterative approach results in a time complexity of O(n). The sum
of the first n natural numbers follows an arithmetic progression, and by leveraging
Gauss’s formula, n(n-1)/2, we can compute the sum directly. This formula-based
approach allows us to calculate the sum in constant time, O(1), eliminating the need
for iteration.
### optimized version of the same code with the strategy mentioned

above:↪→

LLM Response: optimized code

Figure 26: Chain-of-thought prompting. The model’s intermediate response and final program are
highlighted in blue, indicating they are produced by the LLM.

similar_slow1 → similar_fast1 || similar_slow2 → similar_fast2 ||
... || similar_slowN → similar_fastN↪→

### Program:
{src_code}

### Optimized Version:

Figure 27: Retrieval-based few-shot prompting. By dynamically retrieving analogous program
structures or challenges, the model is guided to better harness patterns in PIE.

classification setting with k classes, with training done using a cross-entropy loss L (Figure 32)
Let ŷc be the normalized probability of the correct class c calculated using softmax:

ŷc =
exp(oc)∑k
j=1 exp(oj)

=
exp(

∑n
i=1 piEic)∑k

j=1 exp(
∑n

i=1 piEij)

Let L be the cross-entropy loss:

187



March 8, 2024
DRAFT

Below is a program. Optimize the
program and provide a more
efficient version.

↪→

↪→

### Program:
{src_code}

### Optimized Version:
{tgt_code}

(a) Training Prompt.

Below is a program. Optimize
the program and provide a
more efficient version.

↪→

↪→

### Program:
{src_code}

### Optimized Version:

(b) Inference Prompt.

Figure 28: Training and inference prompts for unconditional optimization with GPT-2.

L = − log ŷc = −oc + log
k∑

j=1

exp(oj)

= −
n∑

i=1

piEic + log
k∑

j=1

exp(
n∑

i=1

piEij)

Evaluating ∂L
∂pm

The derivatives w.r.t. the mth expert gate probability pm is given by:

∂L
∂pm

= −Emc +

∑k
j=1Emj exp(

∑n
i=1 piEij)∑k

j=1 exp(
∑n

i=1 piEij)

= −Emc +
k∑

j=1

ŷjEmj

= −Emc(1− ŷc) +
k∑

j=1,j ̸=c

ŷjEmj (11)

Evaluating ∂L
∂Emc

the derivatives w.r.t. the logits Emc (logit for the correct class by mth expert)
is given by:

∂L
∂Emc

= −pm +
exp(oc)pm∑k

j=1 exp oj

= −pm(1− ŷc) (12)

Equations 11 and 12 have natural interpretations: the gradient on both the mixture probability pm
and the logits Emc will be 0 (note that for Equation 11, yc = 1 =⇒ yj = 0 for j ̸= c) when the
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// Retrieved 1-nearest prompt, slower
src_code

#include <iostream>
#include <stack>
using namespace std;

stack<char> s;

int main() {
int n;
cin >> n;
for (int i = 0; i < n; ++i) {

char t;
cin >> t;
if (s.empty())

s.push(t);
else if (t == s.top())

;
else

s.push(t);
}
cout << s.size();
return 0;

}

(a) Retrieved Slow.

// Retrieved 1-nearest prompt, faster
tgt_code

#include <cstdio>

int n, ans;
char ch1, ch2;

int main() {
scanf("%d", &n);
ch1 = getchar();
ch1 = getchar();
ans = 1;
for (int i = 1; i < n; i++) {

ch2 = getchar();
if (ch2 != ch1) ans++;
ch1 = ch2;

}
printf("%d", ans);

}

(b) Retrieved Fast.

// Code for to_be_optimized goes here
#include <bits/stdc++.h>
using namespace std;

int main() {
int N, len;
cin >> N;
string s;
cin >> s;
len = s.size();
if (len > N) {

for (int i = len; i > N; i--) {
s.pop_back();

}
for (int j = 0; j < 3; j++) {

s.push_back('.');
}
cout << s;

} else {
cout << s;

}
return 0;

}

(c) Program to be optimized.

Figure 29: Example of retrieval-based prompting. To optimized the program in Figure 29c, our
dynamic prompting method retrieves the closest source program from the training set (Figure 29a),
where the similarity is measured using CodeBertScore [Zhou et al., 2023b]. The slow program
and the corresponding fast program (Figure 29b) from the training set are used as prompts.

network makes perfect predictions (ŷc = 1). As noted by Jacobs et al. [1991] (Section 1), this
might cause the network to specialize slower, as the gradient will be small for experts that are
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Figure 30: Training data generation to train GENcorr.

Figure 31: The graphs generated by GENinit (left), GEN∗
init (middle), and GENcorr (right).The input

graph has repetitions for nodes {C−, S−}, {C+, H+}, and {M−,M+}. The corrected graph
replaces the repetitions with meaningful labels.

Figure 32: MOE gradient analysis setup: we consider a simple setting where the weighted output
of the experts (using the expert weights p) is directly fed to a softmax and is used for generating
class probabilities ŷ.

helping in making the correct prediction. They suggest a different loss function that promotes
faster specialization by redefining the error function in terms of a mixture distribution, with the
mixture weights supplied by the pi terms. Analyzing the effect of loss function for applications
where the MOE is used to pool representations remains an interesting future work.
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Hyperparameter Value

Pre-trained model RoBERTa-base
Learning rate 2e-5
Gradient accumulation batches 2
Num epochs 30
Optimizer AdamW
Dropout 0.1
Learning rate scheduling linear
Warmup 3 epochs
Batch size 16
Weight decay 0.01
Gradient clipping 1.0

Table 23: General hyperparameters used by all the models.

Hyperparameter Value

# Layers 2
Layer dropout 0.1
Number of attention heads 1
Attention dimension 256

Table 24: Hyperparameters specific to GCN.

E.3 Hyperparameters

Training details All of our experiments were done on a single Nvidia GeForceRTX 2080 Ti. We
base our implementation on PyTorch Paszke et al. [2017] and also use PyTorch Lightning Falcon
[2019] and Huggingface Wolf et al. [2019]. The gates and the experts in our MOE model were a
single layer MLP. For the experts, we set the input size set to be the same as output size. Table 23
shows the parameters shared by all the methods, and 24 shows the hyperparameters applicable to
GCN encoder.

E.4 Schema of an influence graph

Figure 33 shows the skeleton of an influence graph.

E.5 Runtime Analysis

Finally, we discuss the cost-performance tradeoffs for various encoding mechanisms (Table 25).
As Table 25 shows, both GCN and MOE take about 7% more number of parameters than the STR

encoding scheme and have about 2x the runtime. Further, as we use one expert per node, the
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Figure 33: Schema of an inference graph.

number of parameters scales linearly with the number of nodes. While this is not prohibitive in
our setting (each graph has a small number of nodes), our analysis shows that the behavior of the
nodes that have similar semantics is correlated, indicating that the experts for those nodes can
share parameters. Alternatively, MOE with more than two layers Jordan and Xu [1995] can also
help in scaling the number of parameters only logarithmically with the number of nodes.

Method STR GCN MOE

#Params 124M 131M 133M
Runtime 0.17 0.47 0.40

Table 25: Number of parameters in the different encoding methods. Runtime reports the number
of seconds to process one training example.

E.6 Error Analysis Examples
We show three examples with different types of errors. These examples are taken from Dev set,
and these are for the cases where CURIOUS introduced a wrong answer, while baseline answered
this correctly without the graph.
• Figure 34 shows a failure case when a good graph is unused. Example from δ-ATOMIC dev

set.
• Figure 35 shows a failure case when an off topic graph is produced due to confusion in the

sense of water fountain. Example from δ-SNLI dev set.
• Figure 36 shows a failure case when the mediator is wrong. Example from δ-SOCIAL dev set.

E.7 Significance Tests
We perform two statistical tests for verifying our results: i) The micro-sign test (s-test) Yang and
Liu [1999], and ii) McNermar’s test Dror et al. [2018].
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Figure 34: Example of a failure case: A good graph is unused. Example from δ-ATOMIC dev set.

Dataset s-test McNemar’s test

δ-ATOMIC 5.07e-05 1.1e-04
δ-SNLI 2.65e-05 6.5e-05
δ-SOCIAL 1.4e-04 3.2e-04

Table 26: p-values for the three datasets and two different statistical tests while comparing the
results with and without graphs (Table 6.2). As the p-values show, the results in Table 6.2 are
highly significant

Dataset s-test McNemar’s test

δ-ATOMIC 0.001 0.003676
δ-SNLI 0.01 0.026556
δ-SOCIAL 0.06 0.146536

Table 27: p-values for the three datasets and two different statistical tests while comparing the
results with noisy vs. cleaned graphs (Table 6.3).
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Figure 35: Example of a failure case: The generated graph is off topic (wrong sense of water
fountain is used). Example from δ-SNLI dev set.

δ-ATOMIC δ-SNLI δ-SOCIAL

STR 0.13 1.8e-06 8.7e-06
GCN 0.006 1.31e-05 0.03

Table 28: p-values for the s-test for Table 6.5.

δ-ATOMIC δ-SNLI δ-SOCIAL

STR 0.28 4e-06 2e-05
GCN 0.015127 3.2e-05 0.06

Table 29: p-values for the McNemar’s for Table 6.5.
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Figure 36: Example of a failure case: The mediator nodes (second last level in the graph) are
unhelpful. Example from δ-SOCIAL dev set.
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E.8 Description of GCN encoder
We now describe our adaptation of the method by Lv et al. [2020] to pool hV into hG using GCN.
Figure 37 captures the overall design.

Refining node representations The representation for each node v ∈ V is first initialized
using:

h0
v = W0hv

Where hv ∈ Rd is the node representation returned by the LMs, and W0 ∈ Rd×k. This initial
representation is then refined by running L-layers of a GCN Kipf and Welling [2017], where each
layer l + 1 is updated by using representations from the lth layer as follows:

h(l+1)
v = σ

 1

|A(v)|
∑

w∈A(v)

Wlhl
w +Wlhl

v


HL = [hL

0 ;h
L
1 ; . . . ;h

L
|V|−1] (13)

(14)

Where σ is a non-linear activation function, Wl ∈ Rk×k is the GCN weight matrix for the lth

layer, A(v) is the list of neighbors of a vertex v, and HL ∈ R|V|×k is a matrix of the Lth layer
representations the |V| nodes such that HL

i = hL
i .

Learning graph representation We use multi-headed attention Vaswani et al. [2017] to com-
bine the query representation hQ and the nodes representations HL to learn a graph representation
hG. The multiheaded attention operation is defined as follows:

ai = softmax
(
(Wq

i hQ)(W
k
i H

L)T√
d

)
headi = ai(W

v
i H

L)

hG = Concat(head1, . . . , headh)W
O

= MultiHead(hQ,H
L) (15)

Where h is the number of attention heads, Wq
i ,W

k
i ,W

v
i ∈ Rk×d and WO ∈ Rhd×d.

Finally, the graph representation generated by the the MultiHead attention hG ∈ Rn is
concatenated with with the question representation hQ to get the prediction:

ŷ = softmax([hG,hQ]Wout)

where Wout ∈ Rd×2 is a single linear layer MLP.

E.9 All results
Our experiments span two types of graphs (G′, G), three datasets (δ-SNLI, δ-SOCIAL, δ-ATOMIC),
and three graph encoding schemes (STR, GCN, MOE). Table 30 above shows the results on all 18
combinations of {graph types} × {datasets} × {graph encoding schemes}
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Dataset Encoder Graph
Type

Accuracy

δ-ATOMIC

n/a
STR G′ 78.78
STR G 79.48
GCN G′ 78.25
GCN G 78.85
MOE G′ 78.83
MOE G 80.15

δ-SNLI

n/a
STR G′ 82.16
STR G 83.11
GCN G′ 82.63
GCN G 83.09
MOE G′ 83.83
MOE G 85.59

δ-SOCIAL

n/a 87.6
STR G′ 86.75
STR G 87.24
GCN G′ 87.92
GCN G 88.12
MOE G′ 88.45
MOE G 88.62

Table 30: Results for different combinations of graph encoder, graph type.

E.10 Graph-augmented defeasible reasoning algorithm

In Algorithm 3, we outline our graph-augmented defeasible learning process.

Figure 37: Overview of the GCN encoder.

197



March 8, 2024
DRAFT

Algorithm 3 Graph-augmented defeasible reasoning using MOE

Require: A language model LMs, defeasible query with graph (x,G).
Require: Result for the query.

1: ▷ Encode query
2: hQ ← L(x)
3: ▷ Encode nodes of G
4: hV ← L(v ∈ G)
5: ▷ MOE1: Combine nodes
6: hG ← Equation 6.3
7: ▷ MOE2: Combine Q, G
8: hy ← Equation 6.4 return softmax(MLP(hy))

F Chapter: Politeness Transfer: A Tag and Generate Ap-
proach 5

G Chapter 7: Language Models of Code are Few-Shot Com-
monsense Learners

G.1 Few-shot models size estimates

As OpenAI has not released any details of the size of their few-shot models, we estimate the
relative strengths and weaknesses on code and text generation by calculating the average loss per
token. To calculate the avg. loss of each of these models on code, we use the implementation
provided by Xu et al. [2022a].5 The perplexity on text corpus was evaluated on 30 random
wikipedia pages from Wikiplots6 following a similar procedure The structure and text generation
capabilities of the models are apparent from the results in Table 33; DAVINCI outperforms CODEX

on text generation but is worse on code-generation and vice-versa. CURIE underperforms both
DAVINCI and CODEX significantly. Importantly, these results show that CODEX and DAVINCI are
of comparable capacities, making their comparison fair.

G.2 Dynamic prompt Creation

As an alternative to creating prompts, there is now a growing interest in customizing the in-context
examples each example Ttest. Popular techniques typically train a retriever, which is used to fetch
the examples in the training set that are closest to Ttest [Liu et al., 2021a, Rubin et al., 2021, Poesia
et al., 2021].

Specifically Poesia et al. [2021] train a retriever with a target-similarity tuning (TST) objective
over a corpus of D of (x, y) examples. TST learns an embedding function f such that for a pair

5https://github.com/VHellendoorn/Code-LMs#evaluation
6https://github.com/markriedl/WikiPlots
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Non-polite Input DRG Our Model

jon - - please use this resigna-
tion letter in lieu of the one
sent on friday .

- i think this would be a good
idea if you could not be a
statement that harry ’s signed
in one of the schedule .

jon - sorry - please use this
resignation letter in lieu of
the one event sent on

if you have a few minutes to-
day, give me a call

i’ll call today to discuss this. if you have a few minutes to-
day, please give me a call at

anyway you can let me know. anyway, i’m sure i’m sure. anyway please let me know
as soon as possible

yes, go ahead and remove it. yes, please go to the link be-
low and delete it.

yes, we can go ahead and re-
move it.

can you explain a bit more
about how those two coexist
? also .....

i can explain how the two
more than <unk> i can help
with mike ?

can you explain a bit more
about how those two coexist
? also thanks

go ahead and sign it - i did . go away so we can get it ap-
proved .

we could go ahead and sign it
- i did look at

Table 31: Additional Qualitative Examples of outputs from our Model and DRG for the
Politeness Transfer Task

of examples (xi, yi) and (xj, yj), if yi ∼ yj =⇒ f(xi) ∼ f(xj). For a new x, f(x) is used to
retrieve the closest examples from D.

We follow Poesia et al. [2021], and train a knowledge-similarity tuner (KST). We use mpnet-
base7 with SentenceTransformers [Reimers and Gurevych, 2019] to fine-tune a retrieval function
f by minimizing the following loss:

Lθ = (cos(fθ(Ti), fθ(Tj))− sim(Gi,Gj))2 (16)

where fθ is parameterized using a transformer.
Results on using KST with PROSCRIPT (Table 34) and EXPLAGRAPHS (Table 35). While

KST is highly effective for edge-prediction 7.6, the results are mixed for EXPLAGRAPHS and
PROSCRIPT. For PROSCRIPT, KST yields marginal gains. However, for EXPLAGRAPHS, a number
of training examples have overlapping theme (Table 36), and thus creating a prompt dynamically
reduces the effective information in the prompt.

G.3 Human Evaluation
Out of the four tasks used in this work, PROSCRIPT edge prediction and PROPARA have only
one possible correct value. Thus, following prior work, we report the automated, standard
metrics for these tasks. For EXPLAGRAPHS, we use model-based metrics proposed by Saha et al.
[2021], which were found to have a high correlation with human judgments. For PROSCRIPT

7https://huggingface.co/microsoft/mpnet-base
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Task Non-polite Input DRG Our Model

Fem →
Male

my husband ordered the
brisket .

my wife had the best steak . my wife ordered the
brisket .

Fem →
Male

i ’ m a fair person . i ’ m a good job of the
<unk> .

i ’ m a big guy .

Male →
Fem

my girlfriend and i recently
stayed at this sheraton .

i recently went with the
club .

my husband and i re-
cently stayed at this of-
fice .

Male →
Fem

however , once inside the
place was empty .

however , when the restau-
rant was happy hour for din-
ner .

however , once inside the
place was super cute .

Pos →
Neg

good drinks , and good com-
pany .

horrible company . terrible drinks , terrible
company.

Pos →
Neg

i will be going back and en-
joying this great place !

i will be going back and en-
joying this great !

i will not be going
back and enjoying this
garbage !

Neg →
Pos

this is the reason i will never
go back .

this is the reason i will never
go back .

so happy i will definitely
be back .

Neg →
Pos

salsa is not hot or good . salsa is not hot or good . salsa is always hot and
fresh .

Dem →
Rep

i am confident of trumps
slaughter .

i am mia love i am confident of trumps
administration .

Dem →
Rep

we will resist trump we will impeach obama we will be praying for
trump

Rep →
Dem

video : black patriots
demand impeachment of
obama

video : black police show
choose

video : black patriots de-
mand to endorse obama

Rep →
Dem

mr. trump is good ... but mr.
marco rubio is great ! !

thank you mr. good ... but
mr. kaine is great senator !
!

mr. schumer is good ...
but mr. pallone is great !
!

Fact →
Rom

a woman is sitting near a
flower bed overlooking a
tunnel .

a woman is sitting near a
flower overlooking a tunnel,
determined to

a woman is sitting near
a brick rope , excited to
meet her boyfriend .

Fact →
Rom

two dogs play with a tennis
ball in the snow .

two dogs play with a tennis
ball in the snow .

two dogs play with a ten-
nis ball in the snow cele-
brating their friendship .

Fact →
Hum

three kids play on a wall
with a green ball .

three kids on a bar on a field
of a date .

three kids play on a wall
with a green ball fighting
for supremacy .

Fact →
Hum

a black dog plays around in
water .

a black dog plays in the wa-
ter .

a black dog plays around
in water looking for fish .

Table 32: Additional Qualitative Examples of our Model and DRG for other Transfer Tasks
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Model CODE TEXT

CODEX 0.46 2.71
DAVINCI 0.63 2.25
CURIE 1.17 3.32

Table 33: Average loss per token of the three few-shot models used in this work. TEXT refers
to the average loss over 30 Wikipedia pages, and CODE is the loss over Python scripts in the
evaluation split of Polycoder.

ISO GED Avg(d) Avg(|V |) Avg(|E|) BLEU ROUGE-L BLEURT

G 1.0 0.0 1.84 7.41 6.8 - - - -
GPT-2 + 002 (15) 0.53 2.1 1.79 7.44 6.7 25.24 38.28 -0.26
GPT-2 + 002 (15) + KST 0.52 1.99 1.8 7.45 6.7 25.4 38.4 -0.25

Table 34: KST on PROSCRIPT generation: Dynamically creating a prompt leads to marginal
improvements.

graph generation, we conducted an exhaustive automated evaluation that separately scores the
correctness of the nodes and the correctness of the edges.

However, automated metrics are limited in their ability to evaluate model-generated output.
Thus, to further investigate the quality of outputs, we conduct a human evaluation to compare
the outputs generated by GPT-2 and DAVINCI. We sampled 20 examples, and three of the authors
performed the evaluation. Annotators were shown two graphs (generated by GPT-2 and DAVINCI)
and were asked to select one they thought was better regarding relevance and correctness. The
selection for each criterion was made independently: the same graph could The annotations were
done separately: the same graph could have more relevant nodes (higher relevance) but may not
be correct. The identity of the model that generated each graph (GPT-2 or DAVINCI) was shuffled
and unknown to the evaluators.

The results in Table 37 indicate that human evaluation is closely correlated with the automated
metrics: for EXPLAGRAPHS, annotators found the graphs generated by GPT-2 to be more relevant
and correct. We find that DAVINCI often fails to recover semantic relations between nodes in the
argument graphs. For example, consider a belief (B) urbanization harms natural habitats for the
animals in the world. We want to generate a graph that can counter this belief with the argument

StCA (↑) SeCA (↑) G-BS (↑) GED (↓) EA (↑)

GPT-2 + 002 45.2 23.74 34.68 68.76 23.58
GPT-2 + 002 + KST 37.47 18.46 29.41 73.76 19.15

Table 35: KST on EXPLAGRAPHS: We find that EXPLAGRAPHS contains multiple examples that
are similar to each other in the training set. Thus, dynamically creating a prompt by selecting
examples that are closest to the input actually hurts performance.
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belief : all religions need to be respected, and able to practice. argument:
religion is behind many wars.
belief : every religion needs to be respected and allowed to be practiced. argu-
ment: religion is behind most wars.
belief : school prayer should not be allowed. argument: many people would
prefer to keep religion out of their lives.
belief : people should follow whichever religion they choose. argument: this
country has freedom of religion.
belief : people are free to practice the religion they chooseargument: society’s
right to be free to practice religion should not be limited.
belief : the church of scientology should be allowed, because everyone has a
right to follow their religion. argument: the church of scientology doesn’t have
a religious doctrine.
belief : we should avoid discussing religion in schools.argument: some schools
are religious in nature, and have regular discussions on the topic.
belief : freedom of religion is paramount. argument: not all religions are worth
it.
belief : people don’t follow the same religion. argument: the world has many
different religions.
belief : people should follow whatever religion they desire. argument: people
have the right to adhere to the religion of their choice.
belief : people should follow whichever religion they choose. argument: some
religions are better than others.
belief : people should be able to practice whatever religion they choose. argu-
ment: some religions are not okay to pursue.
belief : students have a right to express themselves any way possible, including
faith. argument: religion is a personal choice.
belief : people should be able to do missionary work if they desire. argument:
people should have right to missionary work.
belief : students are free to express faith. argument: one should go to church to
express their religious beliefs.

Table 36: The closest examples in the training set corresponding to the test input: belief : religion
causes many fights. and argument: There would be less fights without religious conflicts.. As the
table shows, the examples are overlapping which reduces the diversity in the prompt, effectively
reducing the number of examples in a prompt creating using nearest neighbors (Section 7.4.
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Dataset GPT-2 DAVINCI No preference

Relevance
EXPLAGRAPHS 28.3% 16.7% 46.7%
PROSCRIPT (script generation) 26.7% 18.3% 55%

Correctness
EXPLAGRAPHS 38.3% 18.3% 31.7%
PROSCRIPT (script generation) 26.7% 23.3% 50%

Table 37: Human evaluation of graphs generated by GPT-2 and DAVINCI. The evaluators were
shown graphs generated by GPT-2 and DAVINCI, and were asked to select one that is more relevant
to the input and correct. In case of no preference, the evaluators could pick the No preference.
The table shows the % of times graphs from each model were preferred.

(A) urbanization causes increase in jobs.
For the same prompt, GPT-2 generated (urbanization; causes; increase in jobs); (increase

in jobs; has context; good); (good; not capable of; harms) whereas DAVINCI generated (jobs;
not harms; natural habitats) → (natural habitats; not part of; animals). Note that DAVINCI

successfully recovered relevant events (“natural habitat” “animals”) but arranged them in in-
correct relations. For PROSCRIPT, the human evaluation shows that GPT-2 and DAVINCI have
complementary strengths, while GPT-2 generally produces more relevant and correct outputs.

G.4 Dataset statistics
Dataset statistics are shown in Table 38. The test split for EXPLAGRAPHS is not available, so we
evaluate on the validation split. For PROSCRIPT, we obtained the test splits from the authors.

Corpus #Train #Val #Test

PROSCRIPT 3252 1085 2077
PROPARA 387 43 54
EXPLAGRAPHS 2368 398 -

Table 38: Corpus Statistics for the tasks used in this work.

G.5 Sample outputs
Sample outputs from GPT-2 for all the tasks are located at https://github.com/madaan/
CoCoGen/tree/main/outputs. Representative examples from each task are presented in
Figure 38. Surprisingly, GPT-2 (CODEX with a Python prompt) generates syntactically valid
Python graphs that are similar to the task graphs/tables in nearly 100% of the cases.

G.6 Prompts
The prompts for each tasks are present at this anonymous URL:
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Figure 2: A (simplified) annotated paragraph from
ProPara. Each filled row shows the existence and lo-
cation of participants between each step (“?” denotes
“unknown”, “-” denotes “does not exist”). For example
in state0, water is located at the soil.

assumes that a complete and correct model of the
initial state is given for each task. However, ap-
proaches developed using synthetic data often fail
to handle the inherent complexity in language when
applied to organic, real-world data (Hermann et al.,
2015; Winograd, 1972).

In this work, we create a new dataset, ProPara
(Process Paragraphs), containing 488 human-
authored paragraphs of procedural text, along with
81k annotations about the changing states (exis-
tence and location) of entities in those paragraphs,
with an end-task of predicting location and exis-
tence changes that occur. This is the first dataset
containing annotated, natural text for real-world
processes, along with a simple representation of
entity states during those processes. A simplified
example is shown in Figure 2.

When applying existing state-of-the-art systems,
such as Recurrent Entity Networks (Hena↵ et al.,
2016) and Query-reduction Networks (Seo et al.,
2017b), we find that they do not perform well on
ProPara and the results are only slightly better than
the majority baselines. As a step forward, we pro-
pose two new neural models that use alternative
mechanisms for state prediction and propagation,
in particular using LSTM input encoding and span
prediction. The new models improve accuracy by
up to 19%.

Our contributions in this work are twofold: (1)
we create ProPara, a new dataset for process para-
graph comprehension, containing annotated, natu-
ral language paragraphs about real-world processes,
and (2) we propose two new models that learn to
infer and propagate entity states in novel ways, and
outperform existing methods on this dataset.

2 Related Work

Datasets: Large-scale reading comprehension
datasets, e.g., SQuAD (Rajpurkar et al., 2016),
TriviaQA (Joshi et al., 2017), have successfully
driven progress in question answering, but largely
targeting explicitly stated facts. Often, the result-
ing systems can be fooled (Jia and Liang, 2017),
prompting e↵orts to create harder datasets where
a deeper understanding of the text appears neces-
sary (Welbl et al., 2017; Araki et al., 2016).

Procedural text is a genre that is particularly
challenging, because the worlds they describe are
largely implicit and changing. While there are
few large datasets in this genre, two exceptions are
bAbI (Weston et al., 2015) and SCoNE (Long et al.,
2016), described earlier2. bAbI has helped advance
methods for reasoning over text, such as memory
network architectures (Weston et al., 2014), but has
also been criticized for using machine-generated
text over a simulated domain. SCoNE is closer to
our goal, but has a di↵erent task (given a perfect
world model of the initial state, predict the end
state) and di↵erent motivation (handling ellipsis
and coreference in context). It also used a deter-
ministic, simulated world to generate data.
Models: For answering questions about procedural
text, early systems attempted to extract a process
structure (events, arguments, relations) from the
paragraph, e.g., ProRead (Berant et al., 2014) and
for newswire (Caselli et al., 2017). This allowed
questions about event ordering to be answered, but
not about state changes, unmodelled by these ap-
proaches.

More recently, several neural systems have been
developed to answer questions about the world state
after a process, inspired in part by the bAbI dataset.
Building on the general Memory Network archi-
tecture (Weston et al., 2014) and gated recurrent
models such as GRU (Cho et al., 2014), Recurrent
Entity Networks (EntNet) (Hena↵ et al., 2016) is a
state-of-the-art method for bAbI. EntNet uses a dy-
namic memory of hidden states (memory blocks) to
maintain a representation of the world state, with
a gated update at each step. Memory keys can
be preset ("tied") to particular entities in the text,
to encourage the memories to record information
about those entities. Similarly, Query Reduction
Networks (QRN) (Seo et al., 2017b) tracks state in

2The ProcessBank (Berant et al., 2014) dataset is smaller
and does not address state change, instead containing 585
questions about event ordering and event arguments.

Figure 38: Example graphs for each of the tasks used for GPT-2: PROSCRIPT (top-left), EXPLA-
GRAPHS (top-right), and PROPARA (bottom).

1. PROSCRIPT script-generation: https://github.com/madaan/CoCoGen/tree/main/
data/proscript_script_generation/prompt.txt

2. PROSCRIPT edge-prediction: https://github.com/madaan/CoCoGen/tree/main/
data/proscript_edge_prediction/prompt.txt

3. PROPARA: https://github.com/madaan/CoCoGen/tree/main/data/explagraphs/
prompt.txt

4. EXPLAGRAPHS: https://github.com/madaan/CoCoGen/tree/main/data/explagraphs/
prompt.txt

These prompts are also present in the attached supplementary material, and can be found in
the data folder under respective task sub-directories.

G.7 Designing Python class for a structured task

Figure 40 shows three different designs for Explagraphs. For PROSCRIPT, the various formats
include representing proscript as a Networkx8 class (41), DOT-like class 42, and as a Tree (43).

8https://networkx.org/
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Model Format StCA (↑) SeCA (↑) G-BS (↑) GED (↓) EA (↑)

CODEX-002 Literal 45.2 23.74 34.68 68.76 23.58
CODEX-002 Tree 39.24 15.95 30.49 73.85 18.24
CODEX-002 Relation 42.82 23.68 33.38 70.23 21.16

Table 39: Performance of CODEX on the three different formats present in Figure 40 for EXPLA-
GRAPHS.

Model Format F1

CODEX-001 Literal 15.9
CODEX-001 Tree 29.7
CODEX-002 Literal (Figure 42) 52.0
CODEX-002 Tree (Figure 43) 56.5

Table 40: Performance of CODEX-001 and CODEX-002 on the the different formats present in
Figure 43 and 42 for PROSCRIPT edge prediction. We find that the literal format that combines
structure with literally Figure output performs the best for CODEX-002.

Model Format ISO GED Avg(d) Avg(|V |) Avg(|E|) BLEU ROUGE-L BLEURT

G - 1.0 0.0 1.84 7.41 6.8 - - -
CODEX-001 Literal (Figure 42) 0.55 1.8 1.74 7.45 6.5 22.9 36.2 -0.36
CODEX-001 Tree (Figure 43) 0.35 3 1.79 7.45 6.65 17.8 30.7 -0.45
CODEX-001 NetworkX (Figure 41) 0.51 1.81 1.69 7.49 6.32 23.7 35.9 -0.37
CODEX-002 Literal (Figure 42) 0.53 2.1 1.79 7.44 6.7 25.24 38.28 -0.26
CODEX-002 Tree (Figure 43) 0.35 2.46 1.61 7.46 5.74 18.96 32.92 -0.38
CODEX-002 NetworkX (Figure 41) 0.5 2.46 1.79 7.38 6.61 23.88 36.89 -0.33

Table 41: CODEX results on PROSCRIPT generation for various Python source formats.

ISO GED Avg(d) Avg(|V |) Avg(|E|) BLEU ROUGE-L BLEURT

G 1.0 0.0 0.0 1.84 7.41 6.8 - - -
GPT-2 + 001 (15) 0.55 1.8 1.74 7.45 6.5 22.9 36.2 -0.36
GPT-2 + 002 (15) 0.53 2.1 1.79 7.44 6.7 25.24 38.28 -0.26

Table 42: CODEX-001 vs 002 on PROSCRIPT script generation
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Take the pies out to cool Open cabinet drawer

Take out several plates

Begin putting
pies on plate

Fill pies onto
plates evenly

Serve the potpies on a plate
class Tree:

goal = "serve the potpies on a plate"

def __init__(self):
# nodes
begin = Node()
take_pies_out_to_cool = Node()
take_out_several_plates = Node()
open_cabinet_drawer = Node()
fill_pies_onto_plates_evenly = Node()
begin_putting_pies_on_plates = Node()
serve_potpies_on_plate = Node()

# edges
begin.children = [take_pies_out_to_cool, open_cabinet_drawer]
take_pies_out_to_cool.children = [take_out_several_plates]
open_cabinet_drawer.children = [take_out_several_plates]
take_out_several_plates.children = [begin_putting_pies_on_plates,

fill_pies_onto_plates_evenly]
begin_putting_pies_on_plates.children = [serve_potpies_on_plate]
fill_pies_onto_plates_evenly.children = [serve_potpies_on_plate]
serve_potpies_on_plate.children = [end]

Figure 39: A PROSCRIPT plan (top) and the corresponding Python code (bottom).

G.8 Impact of Model size

The CODEX model released by OpenAI is available in two versions9: code-davinci-001 and
code-davinci-002. While the exact sizes of the models are unknown because of their pro-
prietary nature, OpenAI API states that code-davinci-002 is the Most capable Codex model
Table 42 and ?? compares GPT-2 +code-davinci-001 with GPT-2 +code-davinci-002.
Note that both code-davinci-001 and code-davinci-002 can fit 4000 tokens, so the
number of in-context examples was identical for the two settings. The results show that for identi-
cal prompts, GPT-2 +code-davinci-002 vastly outperforms GPT-2 +code-davinci-001,

9as of June 2022
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class Relation:

def __init__(self):
belief = "Cannabis should be legal."
argument = "It's not a bad thing to make marijuana more available."
stance = "support"

# create a DAG to support belief using argument
begin = ["cannabis"]
add_edge("cannabis", "synonym of", "marijuana")
add_edge("legal", "causes", "more available")
add_edge("marijuana", "capable of", "good thing")
add_edge("good thing", "desires", "legal")

class Tree:
def __init__(self):

self.belief = "Cannabis should be legal."
self.argument = "It's not a bad thing to make marijuana more available."
self.stance = "support"

# tree for support in support of belief
root_nodes = cannabis
cannabis = Node()
cannabis.add_edge("synonym of", "marijuana")
legal = Node()
legal.add_edge("causes", "more available")
marijuana = Node()
marijuana.add_edge("capable of", "good thing")
good_thing = Node()
good_thing.add_edge("desires", "legal")

class Literal:
def __init__(self):

self.belief = "Cannabis should be legal."
self.argument = "It's not a bad thing to make marijuana more available."
self.stance = "support"
self.graph = """\

(cannabis; synonym of; marijuana)(legal; causes; more available)
(marijuana; capable of; good thing)
(good thing; desires; legal)"""

Figure 40: Templates tried for explagraph.
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class Plan:

goal = "create a video game"
num_steps = 7

def __init__(self):
graph = nx.DiGraph()
# add nodes
step0 = "decided to create a video game"
step1 = "Learn the basics of programming"
step2 = "Learn to use a language that is used in games"
step3 = "Learn to use an existing game engine"
step4 = "Program the game"
step5 = "Test the game"
step6 = "create a video game"
graph.add_nodes_from([step0, step1, step2, step3, step4, step5, step6])

# add edges
graph.add_edge(step0, step1)
graph.add_edge(step1, step2)
graph.add_edge(step1, step3)
graph.add_edge(step2, step4)
graph.add_edge(step3, step4)
graph.add_edge(step4, step5)
graph.add_edge(step5, step6)

Figure 41: Proscript as a Networkx class.
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class CreateAVideoGame:

title = "create a video game"
steps = 7

def step0(self):
return "decided to create a video game"

def step1(self):
return "Learn the basics of programming"

def step2(self):
return "Learn to use a language that is used in games"

def step3(self):
return "Learn to use an existing game engine"

def step4(self):
return "Program the game"

def step5(self):
return "Test the game"

def step6(self):
return "create a video game"

def get_relations(self):
return [

"step0 -> step1",
"step1 -> step2",
"step1 -> step3",
"step2 -> step4",
"step3 -> step4",
"step4 -> step5",
"step5 -> step6",

]

Figure 42: Representing PROSCRIPT graph literally.
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class Tree:

goal = "serve the potpies on a plate"

def __init__(self):
# nodes
begin = Node()
take_pies_out_to_cool = Node()
take_out_several_plates = Node()
open_cabinet_drawer = Node()
fill_pies_onto_plates_evenly = Node()
begin_putting_pies_on_plates = Node()
serve_potpies_on_plate = Node()

# edges
begin.children = [take_pies_out_to_cool, open_cabinet_drawer]
take_pies_out_to_cool.children = [take_out_several_plates]
open_cabinet_drawer.children = [take_out_several_plates]
take_out_several_plates.children = [begin_putting_pies_on_plates,

fill_pies_onto_plates_evenly]
begin_putting_pies_on_plates.children = [serve_potpies_on_plate]
fill_pies_onto_plates_evenly.children = [serve_potpies_on_plate]
serve_potpies_on_plate.children = [end]

Figure 43: Proscript with a tree-encoding.

showing the importance of having a better underlying code generation model.

Model size vs. sensitivity to the prompt In Table 40 shows the performance of CODEX-001
(smaller) and CODEX-002 (larger, also see Appendix G.1) on identical prompts. Our experiments
show that as model size increases, the sensitivity of the model on the prompt reduces. This
indicates that for very large models, prompt design might get progressively easier.

G.9 Variation in prompts
We run each experiment with 3 different random seeds, where the random seeds decides the order
of examples in the prompt. We find minimal variance between runs using different fixed prompts
between 3 runs. Further, as shown in the Tables 44,45, 46, and 47, all improvements of GPT-2
over DAVINCI are statistically significant (p-value < 0.001).

BLEU ROUGE-L BLEURT

DAVINCI 23.1±2.7 36.5±2.7 -0.27±0.06
GPT-2 25.3±0.1 38.3±0.1 -0.25±0.01

Table 44: PROSCRIPT script generation: mean and standard deviation across three different
random seeds.
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StCA (↑) SeCA (↑) G-BS (↑) GED (↓) EA (↑)

DAVINCI 25.4 ± 2.7 13.7 ± 2.8 20 ± 2.3 82.5 ± 1.9 13.6 ± 1.8
GPT-2 44.0 ± 1.2 25.1 ± 2.5 34.1 ± 0.7 69.5 ± 0.7 22.0 ± 1.3

Table 46: EXPLAGRAPHS: mean and standard deviation across three different random seeds.

F1

DAVINCI 48.9 ± 2.8
GPT-2 56.2±2.1

Table 45: PROSCRIPT edge prediction: mean and standard deviation across three different random
seeds.

F1

DAVINCI 56.9 ± 2.4
GPT-2 62.8 ± 2.4

Table 47: PROPARA: mean and standard deviation across three different random seeds.

H Chapter 8: Program Aided Language Models

211



March 8, 2024
DRAFT

H.1 Alternative Prompts without Meaningful Variable Names

a = 23
b = 5
c = 3
d = b * c
e = a - d
print(e)

(a) Structured explanation with uninformative variable names (PAL - var)

# Olivia has $23
a = 23
# number of bagels bought
b = 5
# price of each bagel
c = 3
# total price of bagels
d = b * c
# money left
e = a - d
print(e)

(b) Structured explanation with uninformative variable names, but useful comments (PAL - var +
comms)

money initial = 23
bagels = 5
bagel cost = 3
money spent = bagels * bagel cost
money left = money initial - money spent
result = money left
print(result)

(c) PAL prompts

Figure 44: Role of text in PAL: three different reasoning steps for the question Olivia has $23.
She bought five bagels for $3 each. How much money does she have left? Uninformative variable
names (left), Uninformative variable names with useful comments (left), and PAL. Including text
description

For mathematical problems, since our standard prompts do not use much comment, we start
by creating alternative prompts where the informative variable names are replaced with single-
letters (Figure 44). The results in Table 48 shows a considerable performance drop: from an
average of 71.8% to 59%. Note that the ablation where structured outputs are completely removed
in favor of purely text explanations is precisely the COT setting, which achieves a solve rate of
63%. These results underscore the importance of text but more importantly show that combining
both text and procedural statements leads to higher performance gains—either is sub-optimal.
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Setting COT PAL - var PAL - var + comms PAL

Solve Rate 63.1 59.0 69.0 71.8

Table 48: Role of text: including text either as informative variable names (PAL) or comments
is important (PAL - var + comms). Uninformative variable names PAL - var cause a drastic
drop in performance, indicating that just structure is not sufficient. The corresponding prompts
are shown in Figure 44.

H.2 Additional analysis on Arithmetic Reasoning

GSM-hard with hard prompts The GSM-HARD experiments used prompts that were sampled
from the Math Reasoning training set. Will COT be helped by using larger numbers in the prompts
as well? To investigate this, we create prompts where the numbers are changed to larger numbers,
matching the distribution of numbers in GSM-HARD. The results in Table 49 shows that even with
a prompt that matches the numbers, there are only modest gains in performance. These results
show that the gains achieved by using code-based reasoning chains may not be achieved simply
by using better few-shot examples for COT.

Regular Prompt Prompt with Larger Numbers

COT 23.3 23.8

Table 49: GSM-hard results, when the prompts also had examples of larger numbers.

Succinct code The programs used in few-shot examples by PAL are multi-step, and show a
step-by-step breakdown of the reasoning process. Is this breakdown necessary? Alternatively, can
we return a single line expression (see Figure 45b) to calculate the result? Results in Table 50 (4th

row) shows that is not the case. With single-line expressions, the performance of PAL falls to the
level of direct prompting.

Generating the answer directly PAL first generates a reasoning chain in the form of a Python
program, and passes the generated program to a runtime to obtain an answer. Is PAL better only
because of the program-style intermediate reasoning chains, or are the improvements derived from
offloading execution to the Python runtime? To investigate this, we experiment with a variant
that forces the LLM to generate the answer after generating the reasoning chain (Figure 45e).
This setting compels the LLM to condition on the generated code-based reasoning to generate an
answer, simulating the runtime. The results in Table 50 (5th row) show that the solve rate drops to
near DIRECT levels. This reinforces our hypothesis that while current LLMs can be excellent at
specifying a high-level plan to solve a task—they are still incapable of executing them.
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Ablation Solve Rate

DIRECT (no intermediate reasoning) 19.7
COT 65.6
PAL 72.0
Succinct Code 47.8
LLM Simulating Runtime 23.2

Table 50: Solve rates for ablations

H.3 Effect of Using Language Models of Code

In our experiments, we focused on evaluating the performance of a language model for code. We
aimed to investigate whether the additional performance boost observed in our results was due to
the use of models like Codex, or whether our formulation was useful even for text-based models.
To this end, we conducted additional experiments using text-based language models. Our findings
indicate that the PAL approach is not restricted to working solely with Codex, but can also be
applied to natural language (NL) models, as long as the model is sufficiently strong. Specifically,
our results showed that in the text-davinci-001 model, the use of the CoT approach resulted in
better performance.

Model CoT PaL

text-davinci-001 26.5 8.6
text-davinci-002 46.9 65.8
text-davinci-003 65.3 69.8

Table 51: Performance on Math Reasoning with different language models of text

H.4 Experiments with ChatGPT

We compare CoT and PaL on Math Reasoning with ChatGPT (gpt-turbo-3.5), a dialogue-
tuned language model. We follow the official guideline10 to present few-shot examples as the
example user and the example assistant. The results are shown in ??. We find that
PAL achieves stronger performance of 79.6, outperforming CoT by 2.8%.

Model CoT PaL

ChatGPT 76.8 79.6

Table 52: Performance on Math Reasoning with ChatGPT

10https://github.com/openai/openai-cookbook
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H.5 Analyzing the Effect of Increasing Number of Samples on PAL
In Section 8.5.1, we show that PAL outperforms strong baselines both for a single sample and by
drawing 40 samples and using majority voting. Figure 46 illustrates the trends for cases when the
number of samples drawn are between 1 and 40, and the interpolation estimates demonstrate that
PAL remains competitive throughout the number of samples.
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def solution():
"""Shawn has five toys. For Christmas, he got two toys each

from his mom and dad. How many toys does he have now?""";
toys_initial = 5
mom_toys = 2
dad_toys = 2
total_received = mom_toys + dad_toys
total_toys = toys_initial + total_received
result = total_toys
return result

(a) Original Example

def solution():
return 5 + 2 + 2

(b) Succinct Code

def solution():
"""Shawn has 10312864 toys. For Christmas, he got 13267894

toys each from his mom and dad. How many toys does he
have now?"""
toys_initial = 10312864
mom_toys = 13267894
dad_toys = 13267894
total_received = mom_toys + dad_toys
total_toys = toys_initial + total_received
result = total_toys
return result

(c) Hard Examples in Prompt (PAL)

Example(
question="Shawn has 10312864 toys. For Christmas, he got

13267894 toys each from his mom and dad. How many
toys does he have now?",

thought="Shawn started with 10312864 toys. If he got
13267894 toys each from his mom and dad, then that is
26535788 more toys. 10312864 + 26535788 =
36848652.",

answer="36848652",
),

(d) Hard Examples in Prompt (CoT)

def solution():
"""Shawn has five toys. For Christmas, he got two toys each

from his mom and dad. How many toys does he have now?""";
toys_initial = 5
mom_toys = 2
dad_toys = 2
total_received = mom_toys + dad_toys
total_toys = toys_initial + total_received
result = total_toys
return result
ans = 9

(e) Generating Answers Directly

Figure 45: Ablations of the original example solution for the few-shot prompting experiment.
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Figure 46: Comparison of solve rates between PAL and baselines as the number of samples
increases from 1 to 40. Note that the solve rates for the baselines (PaLM, COT, Minerva) are
obtained through logistic interpolation of solve rates at 1 and 40
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Standard Deviations Across Multiple Order of Prompts

For each math reasoning task, we run inference using three random orderings of the prompts. As
shown in Table 53, the standard deviation between the results obtained from the three different
seeds is minimal.

COT PAL
Average Standard Deviation Average Standard Deviation

Math Reasoning 65.6 1.10 72.0 0.16
SVAMP 74.8 0.19 79.4 0.20
ASDIV 76.9 0.65 79.6 0.14
GSM-HARD 23.3 0.49 61.2 0.91
MAWPS-SingleEq 89.1 0.54 96.1 0.30
MAWPS-SingleOp 91.9 0.55 94.6 0.36
MAWPS-AddSub 86.0 0.62 92.5 0.34
MAWPS-MultiArith 95.9 0.51 99.2 0.48

Table 53: Standard deviations for three runs for the math reasoning datasets.

H.6 PAL Beyond Benchmarks
We argue that symbolic reasoning is a crucial component in solving a wide range of tasks. In this
section, we demonstrate examples of tasks that may not initially appear to require using programs
as intermediate reasoning steps, but can be improved through the use of PAL-style reasoning.
We demonstrate these examples using the ChatGPT tool.11 In contrast to the in-context-learning
methods we used in the main paper, here we instruct ChatGPT to perform program-aided reasoning
through one of the user utterances.

In ??, in COT-style reasoning, while the reasoning chain is correct, the final answer is wrong.
In contrast, PAL-style reasoning could not only accurately extract the color of objects from the
question but also produce the correct lines of code to branch to different situations that yield their
corresponding correct answers.

A more intriguing example is letting an LLM count the number of letters in the word “in-
triguing”. In ??, while the step-by-step explanation appears reasonable by splitting the letters by
spaces, ChatGPT does not change the answer after this explicit reasoning and insists on the wrong
answer. Explicitly instructing the model to perform step-by-step reasoning before answering the
question still yields the wrong answer. In contrast, PAL-style reasoning only takes a few lines of
code, and the execution does produce the correct answer, in this case. These examples indicate
that PAL can benefit even an ostensibly powerful model like ChatGPT.

11chat.openai.com
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(a) In COT style reasoning, the correct intermediate reasoning chain leads
to wrong answers.

(b) In PAL, the execution of the code will produce the correct answer.

Figure 47: ChatGPT with PAL and COT to answer a user-posted question
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(a) Step-by-step reasoning struggle on counting the number of
letters in the word “intriguing” which has ten letters.

(b) Explicitly instructing ChatGPT to reason step-by-step before
generating answer still leads to the wrong answer.

(c) PAL takes a few lines of code and the execution could result
in the correct answer.

Figure 48: ChatGPT with PAL and COT to answer a user-posted question
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H.7 Closer Look into Token-level Behaviors of Different Mechanisms
Beyond empirical results, we make initial attempts to gain a deeper understanding of the behavior
of LLMs with different reasoning mechanisms by looking into the token-level log-likelihood
of reasoning chains produced by COT and PAL. We randomly selected 20 questions from the
COLORED OBJECTS dataset, along with their corresponding COT and PAL solutions. We then
manually compared the two mechanisms by focusing on tokens with a low log-likelihood.

Our analysis reveals that COT often has lower confidence in tokens related to numbers and
quantitative information, the grounded position of spatial adjectives (e.g., right-most), properties
such as the color of objects, and nouns that refer to the objects. Specifically, we found that
this occurred in seven, six, two, and six examples out of the 20 we examined. In contrast, PAL
uses list manipulations, such as len(objects), and accesses objects and their associated
properties through list indexing (e.g., object[3][0]). We found that the LLM is typically
confident in producing these programs. Furthermore, we observed that while COT requires
different expressions for the same concept in different contexts, PAL almost always uses the
same expression, which is presumably more robust. For example, when there are five objects,
COT predicts “the right-most thing is the fifth item on the list”, and “the right-most thing is the
third item on the list” when the number of objects is three. Occasionally, COT also predicts
“the right-most thing is last item on the list” which does not provide more concrete information.
On the contrary, PAL confidently predicts objects[-1] consistently. The more consistent
and uniform use of expressions in PAL can be attributed to the explicit and defined nature of
programming languages, which allows for clear and accurate expressions.

H.8 Datasets
In the following tables (Table 54,Table 55, Table 56), we presents statistics and examples for the
datasets we considered.
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Dataset N Example

Reasoning about Colored Objects 2000 On the table, you see a bunch of objects arranged in a row:
a purple paperclip, a pink stress ball, a brown keychain, a
green scrunchiephone charger, a mauve fidget spinner, and a
burgundy pen. What is the color of the object directly to the
right of the stress ball?

Penguins in a Table 149 Here is a table where the first line is a header and each
subsequent line is a penguin: name, age, height (cm), weight
(kg) Louis, 7, 50, 11 Bernard, 5, 80, 13 Vincent, 9, 60, 11
Gwen, 8, 70, 15 For example: the age of Louis is 7, the
weight of Gwen is 15 kg, the height of Bernard is 80 cm.
We now add a penguin to the table: James, 12, 90, 12 How
many penguins are less than 8 years old?

Date Understanding 369 2015 is coming in 36 hours. What is the date one week from
today in MM/DD/YYYY?

Table 54: Reasoning datasets about everyday objects and concepts.

Dataset N Example

Object Counting 1000 I have a chair, two potatoes, a cauliflower, a lettuce head,
two tables, a cabbage, two onions, and three fridges. How
many vegetables do I have?

Repeat Copy 32 Repeat the word duck four times, but halfway through also
say quack.

Table 55: Reasoning datasets about algorithmic problems.
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Dataset N Example

Math Reasoning [Cobbe et al., 2021] 1319 Olivia has $23. She bought five bagels for $3
each. How much money does she have left?

SVAMP [Patel et al., 2021] 1000 Each pack of dvds costs 76 dollars. If there is a
discount of 25 dollars on each pack. How much
do you have to pay to buy each pack?

ASDIV [Miao et al., 2020] 2096 Ellen has six more balls than Marin. Marin has
nine balls. How many balls does Ellen have?

SINGLEOP [Koncel-Kedziorski et al., 2016] 562 If there are 7 bottle caps in a box and Linda puts
7 more bottle caps inside, how many bottle caps
are in the box?

SINGLEEQ [Koncel-Kedziorski et al., 2016] 508 Benny bought a soft drink for 2 dollars and 5
candy bars. He spent a total of 27 dollars. How
much did each candy bar cost?

ADDSUB [Koncel-Kedziorski et al., 2016] 395 There were 6 roses in the vase. Mary cut some
roses from her flower garden. There are now 16
roses in the vase. How many roses did she cut?

MULTIARITH [Koncel-Kedziorski et al., 2016] 600 The school cafeteria ordered 42 red apples and
7 green apples for students lunches. But, if only
9 students wanted fruit, how many extra did the
cafeteria end up with?

Table 56: Examples from math reasoning datasets used in this work. Table from Wei et al. [2022c].
Datasets vary in number of words per question, with 47 words per question in Math Reasoning,
21 words in SINGLEOP, and ∼30 words in the other datasets.
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Question COT: GSM COT: GSMHard Identical?

90 single use contacts come in 1
box and will last Pete 45 days.
Each box is $100.00 and cur-
rently 10% off. If he buys 2
boxes of contact, how much will
each pair of contacts cost?

90 contacts come in 1 box. Each
box is $100.00. So 90 contacts
cost $100.00. If he buys 2 boxes,
then he will have 2 x 90 = 180
contacts. 180 contacts cost 2 x
$100.00 = $200.00. So each pair
of contacts costs $200.00 / 180
= $1.11. The answer is $1.11.

90 single use contacts come in 1
box. So 1 box will last Pete 45
days. Each box is $5451440 and
currently 10% off. So each box
is $5451440 * 0.9 = $4906296.
If he buys 2 boxes of contact, he
will have 2 * 90 = 180 contacts.
So each pair of contacts will
cost $4906296 / 180 = $2725849.
The answer is $2725849

Yes

A chef bought 4 bags of onions.
Each bag weighs 50 pounds. A
pound of onions cost $1.50. How
much did the chef spend?

The chef bought 4 bags of
onions. Each bag weighs 50
pounds. So the total weight is
4 * 50 = 200 pounds. A pound
of onions cost $1.50. So 200
pounds of onions cost 200 * 1.50
= 300 dollars. The answer is
300.

The chef bought 4 bags of
onions. Each bag weighs 50
pounds. So the total weight is
4 * 50 = 200 pounds. A pound
of onions cost $409201. So
200 pounds of onions cost 200
* 409201 = $81840200. The an-
swer is $81840200.

Yes

A bag has a 5% discount. If it
is marked $140, how much will
you pay after the discount?

The discount is 5%. So you will
pay 95% of the price. 95% of
140 is 133. The answer is 133.

The discount is 5%. So
you will pay 95% of the
price. 95% of $3921772.0722
is $3730654.0682. The answer
is $3730654.0682

Yes

A basket of green food costs $25
and a basket of red food costs
$18. If you buy 3 baskets of
green food and red food, how
much will you have to pay in
total if you get $2 off for each
basket of red food?

3 baskets of green food will cost
3 * 25 = 75 dollars. 3 baskets
of red food will cost 3 * 18 = 54
dollars. But you get $2 off for
each basket of red food. So you
get 3 * 2 = 6 dollars off. So you
pay 75 + 54 - 6 = 123 dollars.
The answer is 123.

A basket of green food costs
9412763 dollars. A basket of
red food costs 18 dollars. If
you buy 3 baskets of green food
and red food, you will have to
pay 9412763 * 3 + 18 * 3 =
28238280 dollars. If you get
2 dollars off for each basket of
red food, you will have to pay
28238280 - 18 * 2 = 28238244
dollars. The answer is 28238244

No

A bumper car rink has 12 red
cars. They have 2 fewer green
cars than they have red cars.
They have 3 times the number
of blue cars as they have green
cars. The rink also has yellow
cars. If the rink has 75 cars in
total how many yellow cars do
they have?

There are 12 red cars. There are
2 fewer green cars than red cars.
So there are 12 - 2 = 10 green
cars. There are 3 times as many
blue cars as green cars. So there
are 3 * 10 = 30 blue cars. There
are 12 + 10 + 30 = 52 cars that
are not yellow. So there are 75 -
52 = 23 yellow cars. The answer
is 23.

The rink has 9318738 red cars.
They have 2 fewer green cars
than red cars. So they have
9318738 - 2 = 9318736 green
cars. They have 3 times the num-
ber of blue cars as green cars.
So they have 3 * 9318736 =
27956208 blue cars. The total
number of cars is 75. So the
number of yellow cars is 75 -
9318738 - 9318736 - 27956208
= -55,828,829. The answer is -
55,828,829

Yes

Table 57: Analysis of generations from CODEX. Manual analysis of 25 randomly generated
thoughts reveals that 16 out of 25 thoughts were identical, whereas others were close paraphrases.
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H.9 Creating GSM-HARD

While replacing numbers in the question is easy using pattern matching, a more challenging aspect
is recalculating the correct answer. Math Reasoning evaluation set contains 1319 samples, which
is prohibitively expensive to perform manual re-calculation. Instead, we leverage PAL to assist
obtaining the correct answers. For 71% of the examples where PAL is correct on Math Reasoning,
we utilize the generated program and replace the initial value with the larger values. For example,
if we create a harder version of the problem in ?? by replacing $23 dollars with $15687 dollars,
we correspondingly replace money initial=23 to money initial=15678. Running the
program could automatically produce the correct answer of the harder question. Notably, this
annotation process assumes that a program that produces a correct answer to a Math Reasoning
question indicates the correctness of the program itself. While this is not guaranteed due to possible
spurious correlations, we manually checked 25 programs and found all of them are correct. For
the incorrect 29% of the cases, we run PAL again and perform nucleus sampling [Holtzman et al.,
2020] with temperature 0.7, and repeat the above process if any correct solution is found. Finally,
the authors manually annotate the correct answer for 50 remaining cases that PAL was not able to
solve after 100 iterations.

Note that the GSM-HARD benchmark was created automatically, it sometimes contains negative
target values or target values that do not adhere to commonsense (e.g., John bought 3.5 apples).
Unfortunately, we do not have the resources to manually annotate all examples, so our assumption
is that there is a penalty of 5%-10% drop in performance for all models and prompting approaches
that are evaluated on this benchmark. Since this penalty is similar to all approaches, we believe
that the relative comparison between different approaches is the right thing to measure.

H.10 GSM-HARD Analysis
Table 57 shows thoughts generated with COT on Math Reasoning and GSM-HARD. A manual
analysis reveals that a majority of the generated thoughts (16/25) were identical for Math Reason-
ing and GSM-HARD, indicating that larger numbers primarily diminish performance due to failure
of LLM to do arithmetic..
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H.11 Prompts
We show here example PAL prompts we used for each data set. We show one example for each of
the few-shot prompts. The fulls prompt can be found in our released code.

Reasoning about Colored Objects

# Q: On the table, you see a bunch of objects arranged in a row: a
purple paperclip, a pink stress ball, a brown keychain, a green
scrunchiephone charger, a mauve fidget spinner, and a burgundy pen.
What is the color of the object directly to the right of the stress
ball?

# Put objects into a list to record ordering
objects = []
objects += [('paperclip', 'purple')] * 1
objects += [('stress ball', 'pink')] * 1
objects += [('keychain', 'brown')] * 1
objects += [('scrunchiephone charger', 'green')] * 1
objects += [('fidget spinner', 'mauve')] * 1
objects += [('pen', 'burgundy')] * 1
# Find the index of the stress ball
stress_ball_idx = None
for i, object in enumerate(objects):

if object[0] == 'stress ball':
stress_ball_idx = i
break

# Find the directly right object
direct_right = objects[stress_ball_idx+1]
# Check the directly right object's color
direct_right_color = direct_right[1]
answer = direct_right_color
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Penguins in a Table

"""Q: Here is a table where the first line is a header and each
subsequent line is a penguin: name, age, height (cm), weight (kg)
Louis, 7, 50, 11 Bernard, 5, 80, 13 Vincent, 9, 60, 11 Gwen, 8, 70,
15 For example: the age of Louis is 7, the weight of Gwen is 15 kg,
the height of Bernard is 80 cm. We now add a penguin to the table:
James, 12, 90, 12

How many penguins are less than 8 years old?
"""
# Put the penguins into a list.
penguins = []
penguins.append(('Louis', 7, 50, 11))
penguins.append(('Bernard', 5, 80, 13))
penguins.append(('Vincent', 9, 60, 11))
penguins.append(('Gwen', 8, 70, 15))
# Add penguin James.
penguins.append(('James', 12, 90, 12))
# Find penguins under 8 years old.
penguins_under_8_years_old = [penguin for penguin in penguins if

penguin[1] < 8]
# Count number of perguins under 8.
num_penguin_under_8 = len(penguins_under_8_years_old)
answer = num_penguin_under_8

Figure 50
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Date Understanding

# Q: 2015 is coming in 36 hours. What is the date one week from today in
MM/DD/YYYY?

# If 2015 is coming in 36 hours, then today is 36 hours before.
today = datetime(2015, 1, 1) - relativedelta(hours=36)
# One week from today,
one_week_from_today = today + relativedelta(weeks=1)
# The answer formatted with %m/%d/%Y is
one_week_from_today.strftime('%m/%d/%Y')
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Math

#Q: Olivia has \$23. She bought five bagels for \$3 each. How much money
does she have left?

money_initial = 23
bagels = 5
bagel_cost = 3
money_spent = bagels * bagel_cost
money_left = money_initial - money_spent
print(money_left)

#Q: Michael had 58 golf balls. On tuesday, he lost 23 golf balls. On
wednesday, he lost 2 more. How many golf balls did he have at the end
of wednesday?

golf_balls_initial = 58
golf_balls_lost_tuesday = 23
golf_balls_lost_wednesday = 2
golf_balls_left = golf_balls_initial - golf_balls_lost_tuesday -

golf_balls_lost_wednesday
print(golf_balls_left)

#Q: There were nine computers in the server room. Five more computers were
installed each day, from monday to thursday. How many computers are now
in the server room?

computers_initial = 9
computers_per_day = 5
num_days = 4 # 4 days between monday and thursday
computers_added = computers_per_day * num_days
computers_total = computers_initial + computers_added
print(computers_total)

#Q: If there are 3 cars in the parking lot and 2 more cars arrive, how many
cars are in the parking lot?

cars_initial = 3
cars_arrived = 2
total_cars = cars_initial + cars_arrived
print(total_cars)

#Q: Leah had 32 chocolates and her sister had 42. If they ate 35, how many
pieces do they have left in total?

leah_chocolates = 32
sister_chocolates = 42
total_chocolates = leah_chocolates + sister_chocolates
chocolates_eaten = 35
chocolates_left = total_chocolates - chocolates_eaten
print(chocolates_left)

Figure 52: Prompt used for mathematical reasoning (1/2)
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#Q: Jason had 20 lollipops. He gave Denny some lollipops. Now Jason has 12
lollipops. How many lollipops did Jason give to Denny?

jason_lollipops_initial = 20
jason_lollipops_after = 12
denny_lollipops = jason_lollipops_initial - jason_lollipops_after
print(denny_lollipops)

#Q: There are 15 trees in the grove. Grove workers will plant trees in the
grove today. After they are done, there will be 21 trees. How many
trees did the grove workers plant today?

trees_initial = 15
trees_after = 21
trees_added = trees_after - trees_initial
print(trees_added)

#Q: Shawn has five toys. For Christmas, he got two toys each from his mom
and dad. How many toys does he have now?

toys_initial = 5
mom_toys = 2
dad_toys = 2
total_received = mom_toys + dad_toys
total_toys = toys_initial + total_received
print(total_toys)

Figure 53: Prompt used for mathematical reasoning (2/2)
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Object Counting

# Q: I have a chair, two potatoes, a cauliflower, a lettuce head, two
tables, a cabbage, two onions, and three fridges. How many
vegetables do I have?

# note: I'm not counting the chair, tables, or fridges
vegetables_to_count = {

'potato': 2,
'cauliflower': 1,
'lettuce head': 1,
'cabbage': 1,
'onion': 2

}
print(sum(vegetables_to_count.values()))

# Q: I have a drum, a flute, a clarinet, a violin, four accordions, a
piano, a trombone, and a trumpet. How many musical instruments do I
have?

musical_instruments_to_count = {
'drum': 1,
'flute': 1,
'clarinet': 1,
'violin': 1,
'accordion': 4,
'piano': 1,
'trombone': 1,
'trumpet': 1

}
print(sum(musical_instruments_to_count.values()))

# Q: I have a chair, two ovens, and three tables. How many objects do I
have?

objects_to_count = {
'chair': 1,
'oven': 2,
'table': 3

}
print(sum(objects_to_count.values()))

Figure 54: Prompt used for OBJECT COUNTING.
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Repeat Copy

# Q: Repeat the word duck four times, but halfway through also say quack

result = []
for i in range(1, 5):

result.append("duck")
if i == 2:

result.append("quack")
print(" ".join(result))

# Q: Print boolean eleven times, but after the 3rd and 8th also say
correct

result = []
for i in range(1, 12):

result.append("boolean")
if i == 3 or i == 8:

result.append("correct")
print(" ".join(result))

# Q: say java twice and data once, and then repeat all of this three
times.

result = []
tmp = ["java", "java", "data"]
for i in range(3):

result.extend(tmp)
print(" ".join(result))

# Q: ask a group of insects in what family? four times. after the fourth
time say The happy family

result = []
tmp = []
for i in range(1, 5):

tmp.append("a group of insects in what family?")
tmp.append("The happy family")
result.extend(tmp)
print(" ".join(result))

Figure 55: Prompt used for REPEAT COPY.
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Figure 56: MemPrompt: adding to memory. User enters a question for which no feedback is
available (steps 1, 2). Directly prompting GPT-3 with the question leads to incorrect answer and
understanding (step 3). User-provides feedback on the incorrect understanding (step 4), which is
added to memory (step 5).

I Chapter 9: Memory-assisted Prompting

I.1 Inside MemPrompt: Populating and using the memory
MemPrompt maintains a growing memory of recorded cases where a feedback was provided to
clarify the user’s misunderstood intent. This flow is presented in Figure 56 that shows a sequence
of steps 1-5 on how the memory is populated.

MemPrompt also produces enhanced prompts for any new query based on the user feedback
on similar cases recorded previously in the memory. Figure 57 presents the sequence of steps 1-3
involved in retrieving and applying a past feedback on a similar case.

I.2 Generative IR (GUD-IR)
A note on feedback and understanding Feedback fb and understanding a are two concepts that we
repeatedly use in this work. Briefly, MemPrompt requires a model to spell out its understanding of
the instruction (a). The user can then provide a feedback fb on the understanding. In the prompt,
both fb and a are identical. Such examples are of the form x, a→ a,y and their main purpose is
to reinforce that model the input feedback a be used to generate the output.

Introduction

One of the key strengths of MemPrompt is its ability to leverage feedback provided on earlier
inputs x to improve a current input. This is achieved by retrieving a feedback from memoryM
using x as the key. An underlying assumption of this process is that similar inputs will admit
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Figure 57: MemPrompt: retrieving feedback from memory. User enters a question which GPT-3
has incorrectly answered in the past, and has received feedback from a user (step 1). The feedback
is retrieved from memory (step 2), and both question and feedback are added to the prompt.
The prompt contains examples that allow GPT-3 to react to user feedback and generate correct
understanding and answer.

similar feedback, allowing us to use the feedback provided for one situation on another. For two
input situations si and sj with respective feedback fbi and fbj , this assumption can be succinctly
stated as:

si ∼ sj =⇒ fbi ∼ fbj

The ethical reasoning dataset with natural language feedback, ERT-NL, provides a unique
challenge for this assumption because lexically dissimilar situations might have the same feedback.
As a concrete example, consider an input situation si: tom hated skating because he had no sense
of balance – with a feedback fbi: this question is about practicing more when you want to improve
your skills. Suppose that our system has already seen si and has received a feedback fbi (i.e.,
there is an entry inM: si → fbi). Next, suppose a user enters a new situation sj: jordyn was
trying to improve her soccer skills. As usual, MemPrompt will try to retrieve feedback for a
similar situation. However, such retrieval is going to be challenging, because si (tom hated skating
because he had no sense of balance) has little to no overlap with sj (jordyn was trying to improve
her soccer skills), although humans can easily tell that both situations are about improving skills.
Consequently, MemPrompt may fail to retrieve the relevant feedback fbi or worse, may retrieve a
misleading feedback.

The fact that two ostensibly dissimilar inputs two inputs (xi,xj) may share the same feedback
makes vanilla retrieval non-viable for our setting. We deal with this challenging situation with
two different solutions of increasing complexity.
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Initial approach: Learning a feedback similarity function

Since the surface level similarity of input situations is not enough to capture similarity of respective
feedback, we attempt to learn a function fθ that will map similar inputs xi and xj to similar
representations if the corresponding feedback fbi and fbj are close to each other, and vice-versa.
A natural choice is training an embedding function f : x → Rd supervised by cos(fbi, fbj)

where cos is the cosine similarity (cos(a, b) = aT b
|a||b| ). Thus, the objective function is:

Lθ = (cos(fθ(xi), fθ(xj))− cos(fbi, fbj))2

Intuitively, this objective function will encourage the similarity between the inputs (cos(fθ(xi), fθ(xj)))
to be high when the corresponding feedback are similar, and vice-versa.

Feedback retrieval proceeds as follows: an input si is embedded using fθ, and fθ(si) is then
used to retrieve a feedback from the memory, with the hope that representations fθ(si) and fθ(sj)
will be similar after the training.

While in principle this objective function should be enough to learn informative representations
that bring two inputs with similar feedback close, we found the training to be unstable. We attribute
this to the fact that two extremely dissimilar situations can have identical feedback. Given limited
training data, it might be unrealistic to train similarity functions that can capture all possible
cases where the same feedback applies to two situations. As a way to circumvent this, we also
experiment with a generative version of our method, described next.

x

Figure 58: Overview of GUD-IR.
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Proposed approach: Training generative model for retrieving similar feedback

To address these retrieval issues, we propose GUD-IR (Generated UnDerstanding for explainable
IR). The key intuition for our approach relies on substituting fθ : x→ Rd (latent space projection)
with fθ : x→ fb (generated understanding of x). Concretely, instead of learning a function that
maps a question to a d dimensional vector, we train a generative model that directly maps an input
to a rough understanding. The generated rough understanding is then used as a key to retrieve a
relevant understanding from the database using any off-the-shelf retrieval method. This two-step
generate-then-retrieve procedure has benefits: (i) it alleviates sparsity issues that we found latent
space projection methods were unable to deal with12 (ii) the overall retrieval becomes explainable
and debuggable.

Our approach is inspired and supported by the recent success of generate and retrieve Mao
et al. [2021] methods. However, despite the similarity, the methods have different goals: Mao
et al. [2021] leverage generative models for query expansion, whereas our goal is explainable
input understanding. Moreover, their implementation is geared towards open-domain QA, while
ours is towards explainable input understanding. Thus, it is non-trivial to adapt similar ideas to
our tasks effectively.

Specifically, we train a SEQ2SEQ model, (e.g., T5 [Raffel et al., 2020b]), that maps each input
x to a corresponding output fb. The feedback is now retrieved in a two step process:
1. The generative model fθ is used to generate a noisy feedback for si, f̂ b.
2. f̂ b is used as a key to search over the set of already present feedbacks, to retrieve the nearest

one.
Instead of directly using clarification to lookup the nearest feedback, we first transform the input
to the space of clarifications, then search over the set of already present clarifications. Figure
58 presents an overview of our generation then reshape approach (GUD-IR). As we discuss in
Section 9.3.1, GUD-IR was key to achieving good performance for the ERT-NL task.

In addition to the task accuracy, we plot the distribution of sim(û, û∗) (similarity of the true
and retreived feedback) over the test set for different retrieval methods. Figure 59 shows this
distribution using GUD-IR and using surface-level similarities. The probability mass shifts towards
a higher similarity range for GUD-IR.

The lexical reasoning and WEBQA tasks present a simpler setting for retrieval, as similarity
of keys indicates a similarity of values. For such cases, we use Sentence transformers [Reimers
and Gurevych, 2019] to encode the query, and cosine similarity with a threshold of 0.9 to find a
matching key.

I.3 Querying GPT-3-175B using OpenAI API
We use the OpenAI API for querying GPT-3-175B.13 The python code is listed below. Here,
“PROMPT” is set to prompt shown in I.4, followed by the input question x and feedback fb if

12e.g., there are only eight popular emotions but can lead to a large number of diverse situations. Hence, many
inputs can map to the same principle fb. This mapping becomes increasingly difficult for a model as the specificity
of fb increases, because of sparsity issues. This is exacerbated when the input situations are diverse and previously
unseen.

13https://beta.openai.com/docs/introduction, we use ‘text-davinci-001‘
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Figure 59: Distribution of similarity scores between expected fb ∗ and û for retrieval (left) and
GUD-IR (right). The similarity scores are higher using GUD-IR.

applicable.
We used a temperature of 0.0 for factual QA (WEBQA) experiments to select the most likely

token at each step, and this setting does not require generating diverse answers, as one would
expect for a factual domain. For ERT-CAT and ERT-NL, we found that a higher temperature (∼
0.7) was causing a large divergence in the performance (a difference of ±10% accuracy across
runs), making reproducibility challenging – similar observations were made by Summers-Stay
et al. [2021]. Thus, we used to a temperature of 0.0 for ERT experiments. A temperature of 0.7
was used for all the other experiments.
import os
import openai

openai.api_key = os.getenv("OPENAI_API_KEY")

response = openai.Completion.create(
engine="davinci",
prompt="PROMPT",
temperature=0.7,
max_tokens=64,
top_p=1,
frequency_penalty=0,
presence_penalty=0

)
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I.4 Prompt
GPT3 is queried using a prompt p of example i/o behaviors, followed by the actual question x
and (optionally) retrieved feedback fb. It then generates the understood intent a and answer y
as a continuation. a and y are expressed a single sentence, e.g., ”[The synonym for ¡word¿ is]
[¡word¿]” Figure 60 shows this prompt p, containing a mixture of (x→ a,y) and (x, fb→ a,y)
”training” tuples.
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What is the homophone for ¡ wring ¿ ?

#
the homophone for wring is ring END
#
how do you use ¡ highway ¿ in a sentence?
#
a sentence with highway is: soldiers stand guard along the [ highway ] END
#
can you define ¡ camisole ¿ ?
#
the definition of camisole is a sleeveless undergarment. END
#
What is the antonym for ¡ prohibition ¿ ?
#
the antonym for prohibition is permit END
#
What is the synonym for ¡ surrogate ¿ ?
#
the synonym for surrogate is substitute END
#
how do i use ¡ fog ¿ ? — clarification: when i ask for how do i use, i want a sentence.
#
a sentence with fog is: a rising sun burns the [ fog ] off a city END
#
What sounds like ¡ sighted ¿ ? — clarification: when I ask for sounds like, I want a
homophone.
#
the homophone for sighted is cited END
#
what is like ¡ provident ¿ ? — clarification: when I ask for like, I want a synonym.
#
the synonym for provident is prudent END
#
can you define ¡ rider ¿ ? — clarification: when i ask for define, i want a definition.
#
the definition of rider is a person who is riding something. END
#
What is the opposite of ¡ citation ¿ ? — clarification: when I ask for opposite, I want an
antonym.
#
the antonym for citation is award END

Figure 60: The prompt used for our tasks. During inference, an input question xi, and optionally
a feedback fbi is appended after this prompt, and the model is expected to generate the answer yi

and its understanding of the question intent ai as a continuation. The prompt contains examples
of the form (x → a,y), expressed ”x # a y END #”, and (x, fb → a,y), expressed ”x —
clarification: fb # a y END #”. (a and y are expressed together as a single sentence, e.g., ”[The
synonym for ¡word¿ is] [¡word¿].”)
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Find the right word after removing random letters from ¡ t!r/e/a/s/u/r.e!s ¿

#
the word after removing symbols from t!r/e/a/s/u/r.e!s is treasures END
#
Find the original word after ignoring the punctuation and spaces in ¡ e ¿
#
the word after removing symbols from e is elders END
#
Find the right word given this cycled word: ¡ lprovisiona ¿ ?
#
the uncycled version of lprovisiona is provisional END
#
Make a word while keeping the first and last char ¡ vosiin ¿ ?
#
the anagram 1 for vosiin is vision END
#
Find the original word that is interspersed in ¡ f.i.n!e/p.i/x ¿
#
the word after removing symbols from f.i.n!e/p.i/x is finepix END
#
Find the right word given this rotated word: ¡ cturalarchite ¿ ?
#
the uncycled version of cturalarchite is architectural END
#
Find the original word after ignoring the punctuation and spaces in ¡
s.e!n.t.i.n/e/l ¿
#
the word after removing symbols from s is sentinel END
#
Find the right word given this rotated word: ¡ ibitioninh ¿ ?
#
the uncycled version of ibitioninh is inhibition END
#
Figure out the word which has the same first two and the last two char ¡ watsed
¿ ? — clarification: when I want you to figure out the word which has the
same first two and the last two char, I mean anagram 2.
#
the anagram 2 for watsed is wasted END
#
Make a word while keeping the first and last char ¡ isucnase ¿ ? — clarification:
when I want you to make a word while keeping the first and last char, I mean
anagram 1.
#
the anagram 1 for isucnase is issuance END
#
Unscramble everything except the first two and the last two char ¡ acotrs ¿ ? —
clarification: when I want you to unscramble everything except the first two
and the last two char, I mean anagram 2.
#
the anagram 2 for acotrs is actors END

Figure 61: The prompt used for our word scrambling tasks derived from Brown et al. [2020b]
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Situation: last day of high school food fight and I nailed a special needs girl square in
the face with a heavy muffin.
Morality Judgment: This question is about: getting into food fights with people. The
answer is It’s bad. END
#
Situation: when phone shopping at stores, I used to write inappropriate stuff and post it
to random peoples book of faces accounts who would forget to logoff on the display
phones. This question is about: messing with people’s social media accounts.
Morality Judgment: This question is about: messing with people’s social media
accounts. The answer is It’s bad. END
#
Situation: i had an uncomfortable talk with my 10yo about puberty and feel like
avoiding him for a few days.
Morality Judgment: This question is about: being honest with your kids. The answer
is It’s good. END
#
Situation: every time I see my three year old nephew being funny or I’m having a good
time with him, my mind goes to a school shooting or car crash or kidnapping or some
other horrible atrocity happening to him. I have absolutely no idea how to handle this
and I’m begging for help.
Morality Judgment: This question is about: admitting you imagine bad things happen-
ing to a child and that you need help with this. The answer is It’s good. END
#
Situation: i see someone who’s not there. he’s in my head. he screams sometimes when
I’m too stressed and the only way I can get him to leave me alone, is when I cut myself .
Morality Judgment: This question is about: asking someone close to you who is
having mental health issues how you can help them. The answer is It’s okay. END
#
Situation: i heard once that if you cringe about your past it just means you’ve grown
as a person, for anyone who needs to hear it. This question is about: regretting poor
decisions from your past.
Morality Judgment: This question is about: regretting poor decisions from your past.
The answer is It’s okay. END
#
Situation: my cat hopped up in my lap, cleaned herself and went to sleep. now I’m a
captive and I want to move but I can’t. This question is about: waking up an animal
because you would like to move.
Morality Judgment: This question is about: waking up an animal because you would
like to move. The answer is It’s okay. END
#
Situation: if it wasn’t for the pain it would cause to my family, I would have thrown
myself off a bridge a while ago.
Morality Judgment: This question is about: caring about your family’s feelings. The
answer is It’s good. END
#

Figure 62: The prompt used for ERT-NL task. The user provides a situation and the model
generates a morality judgement. In addition to the morality judgment, the model also provides a
high-level understanding of what the task is about.
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Situation: i am selectively racist towards ”generic” indian recruiters because they waste
my time with absolute zero results.
Morality Judgment: This question is about: trating you differently because of your
race. The answer is It’s bad. END
#
Situation: i told my husband I didn’t feel well so I could stay in bed and play red dead
redemption 2 all day and night. This question is about: playing hooky every once in
awhile.
Morality Judgment: This question is about: playing hooky every once in awhile. The
answer is It’s bad. END
#
Situation: I’ve misunderstood the phrase ‘when the going gets tough the tough get
going’ for my entire life. This question is about: not understanding cliches when young.
Morality Judgment: This question is about: not understanding cliches when young.
The answer is It’s okay. END
#
Situation: when phone shopping at stores, I used to write inappropriate stuff and post it
to random peoples book of faces accounts who would forget to logoff on the display
phones. This question is about: messing with people’s social media accounts.
Morality Judgment: This question is about: messing with people’s social media
accounts. The answer is It’s bad. END
#
Situation: i had an uncomfortable talk with my 10yo about puberty and feel like
avoiding him for a few days.
Morality Judgment: This question is about: being honest with your kids. The answer
is It’s good. END
#
Situation: every time I see my three year old nephew being funny or I’m having a good
time with him, my mind goes to a school shooting or car crash or kidnapping or some
other horrible atrocity happening to him. I have absolutely no idea how to handle this
and I’m begging for help.
Morality Judgment: This question is about: admitting you imagine bad things happen-
ing to a child and that you need help with this. The answer is It’s good. END
#
Situation: i heard once that if you cringe about your past it just means you’ve grown
as a person, for anyone who needs to hear ito. This question is about: regretting poor
decisions from your past.
Morality Judgment: This question is about: regretting poor decisions from your past.
The answer is It’s okay. END
#
Situation: my cat hopped up in my lap, cleaned herself and went to sleep. now I’m a
captive and I want to move but I can’t. This question is about: waking up an animal
because you would like to move.
Morality Judgment: This question is about: waking up an animal because you would
like to move. The answer is It’s okay. END
#
Situation: if it wasn’t for the pain it would cause to my family, I would have thrown
myself off a bridge a while ago.
Morality Judgment: This question is about: caring about your family’s feelings. The
answer is It’s good. END

Figure 63: The prompt used for ERT-CAT task. The user provides a situation and the model
generates a morality judgement. In addition to the morality judgment, the model also provides a
high-level understanding of what the task is about.
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I.5 Datasets for lexical question-answering tasks
As mentioned in Section 9.3, we focus on five different linguistic QA tasks. The source of data for
each of these tasks is listed below:

1. The synonyms (syn) and antonyms (ant) were obtained from Nguyen et al. [2016].14

2. The homophones (hom) were obtained using homz https://github.com/cameronehrlich/
homz. We use the closest homophone returned by homz for each word in the English dictio-
nary.

3. The definitions (defn) were sourced from The Online Plain Text English Dictionary https:
//github.com/eddydn/DictionaryDatabase

4. Examples for usage in a sentence (sent) are from Commongen Lin et al. [2020b].

Templates

We manually created 15 task templates with three variants of phrasing the question for each task.
Sample templates are shown in code listing ??. The data (word1, word2) in the code is initialized
with the entries in the four sources mentioned above. The complete file is available in the project
repository https://github.com/madaan/memprompt/tree/main/src/templates.

Sample questions

Tables 62, 63, and 63 list some sample x-y for settings where the question was asked as a linguistic
variation, in Hindi, and in Punjabi, respectively.

I.6 MemPrompt with label feedback
Our current approach requires the model to verbalize its understanding of the question, on which
a user provides feedback. Such a setup might not be possible, for instance, due to the nature
of questions. Can MemPrompt be effectively used in such settings as well? To investigate this,
we experiment with factual question answering on the WEBQA dataset [Berant et al., 2013],
and use the test set provided by Berant et al. [2013] for all experiments (2032 questions). The
WEBQA dataset consists of factual questions (which language is spoken in Canada?) with multiple
answers (English, French), and is a popular dataset for benchmarking the performance of GPT-3
on question answering in a few-context prompting setup.

Inference Let k be the number of examples (i.e., question-answer pairs) in the prompt. For a
given question q, We keep half (k/2) examples fixed in the prompt, whereas the other half k/2
examples are retrieved from a memory of feedback M . As before, on receiving a question q,
consults a memory M to see if a similar question has been asked before. However, different from
earlier setups, in this case, we retrieve k/2 most similar questions from the memory M on which
the system has been wrong earlier. The corresponding true answers are also retrieved. These

14https://www.ims.uni-stuttgart.de/en/research/resources/
experiment-data/lexical-contrast-dataset/
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% Question (q) Example 1 Example 2 Example 3

1
what highschool did
harper lee go to?

what did st augustine do? who is keyshia cole dad?
when did charles goodyear
invented rubber?

4
what college did
albert einstein go to?

what highschool did
harper lee go to?

who did tim tebow play
college football for?

what timezone is utah in?

40
where did john mayer
go to college?

what school did michael
jackson go to high school?

where did derek fisher
go to college?

what style of music does john
mayer play?

90
where did scott fitzgerald
go to college?

who was f. scott fitzgerald?
where did otto frank
go to college?

where did derek fisher go to
college?

Table 58: Relevant examples fetched with time: as time proceeds, the examples fetched from
the memory become increasingly relevant to the input question, leading to increasingly accurate
predictions.

Timestep Question Neighbor
12 is not wanting a dirty person harassing

you morally ok?
is not wanting to hear foul language
morally good?

70 when adam decided to stop living a lie and
announces he’s gay, are you expected to
pretend you’re straight when you’re gay?

are you expected to pretend you’re
straight when you’re gay?

85 Should I help someone when they are hav-
ing trouble?

must you intervene if you see someone
taking advantage of another disabled per-
son?

230 needing a hug to feel good. is wanting to cuddle with loved ones
okay?

Table 59: Relevant examples retrieved at increasing timesteps: as time proceeds, the examples
fetched from the memory become relevant to the input question, leading to accurate predictions.

k/2 retrieved question-answer pairs are combined with the k/2 fixed questions to create a prompt,
and query GPT-3. Let a′ be the generated answer.

Growing memory of errors M In our setup, we assume an expert user (or a teacher) that knows
the true answer a for a given query q. The expert user compares the GPT-3 generated answer a′

with a. If the generated answer is correct (a′ = a), no further action is taken. If not, the entry
((q, a)) is added to the memory M . As time passes, M is populated with an increasing number of
challenging examples that the model has been wrong on. Thus, the retrieved k/2 examples get
more relevant with time, aiding the accuracy. In the experiments, we set k = 16 due to budget
constraints (note that the setups used in Liu et al. [2021a] and Brown et al. [2020b] set k = 64,
but their results are comparable to our baseline with k = 16).

Results Similar to ERT and word reasoning tasks, a memory of errors helps in increasing
accuracy with time over 3,000 points in the test split of the WEBQA dataset (Figure 64). This is
expected, as M gathers more examples on which GPT-3-175B has been wrong before. Adding
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these examples in the prompt avoids the model in repeating these mistakes.
To check if examples that belong to a similar domain improve with time, we cluster the

questions in the test set of WEBQA, and randomly select three clusters for our analysis. Table 60
shows the top three of the 8 (k = 16/2) examples retrieved from M for the alma mater cluster.15

All of these questions relate to the alma mater of famous personalities. As the inference begins
(with an empty M ), the examples are not relevant to q. However, towards the end, almost all the
samples are relevant to the given question.
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Figure 64: Instruction accuracy vs. time for WEBQA.

Factual question answering Examples

Tables 60 and 61 show additional examples for questions from WEBQA which get additionally
relevant examples as time proceeds. The examples include questions that belong to the domains
of Alma mater, Soccer, and Language.

I.7 Finding similar questions in low-resource settings
We also experimented using queries in Hindi and Punjabi, with (English) feedback clarifying the
queries’ intent when GPT3 predictably misunderstands the task.Figure 65 confirms significant

15Additional examples are included in Appendix I.6.
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Domain % Finished Question Neighbor 1 Neighbor 2 Neighbor 3

Alma mater 1 what high-
school did
harper lee go
to?

what did st au-
gustine do?

who is keyshia
cole dad?

when did
charles
goodyear
invented rub-
ber?

Alma mater 5 what college
did albert ein-
stein go to?

what high-
school did
harper lee go
to?

who did tim
tebow play
college foot-
ball for?

what timezone
is utah in?

Alma mater 10 what uni-
versity did
gordon brown
attend?

what all does
google now
do?’

what team
did david
beckham play
for in 2011?’

who did tim
tebow play
college foot-
ball for?’

Alma mater 40 where did
john mayer go
to college?

what school
did michael
jackson go to
high school?

where did
derek fisher
go to college?

what style of
music does
john mayer
play?

Alma mater 75 where did
john steinbeck
go to college?

where did
john mayer go
to college?

what college
did john stock-
ton go to?

where did otto
frank go to col-
lege?

Alma mater 95 where did
scott fitzger-
ald go to
college?

who was f.
scott fitzger-
ald?

where did otto
frank go to col-
lege?

where did
derek fisher
go to college?

Soccer 1 what team
did david
beckham play
for in 2011?

who did tim
tebow play
college foot-
ball for?

what super
bowl did pey-
ton manning
win?

what type of
music did john
lennon sing?

Soccer 25 what team did
ronaldo play
for in 2003?

what part did
winona ryder
play in star
trek?

what to do in
richardson dal-
las?

who did
the voice of
darth vader in
episode 3?

Soccer 33 who did nasri
play for before
arsenal?

what year did
ray allen join
the nba?

who does don-
nie wahlberg
play in the
sixth sense?

what does
david beck-
ham play?

Soccer 65 who has
pudge ro-
driguez
played for?

who does
nolan ryan
play for?

who did carlos
boozer play
for?

who does
ronaldinho
play for now
2011?

Soccer 99 what team
did david
beckham play
for before la
galaxy?

who does
david beck-
ham play for?

what does
david beck-
ham play?

what team
does david
beckham play
for in 2012?

Table 60: Relevant examples retrieved for WEBQA QA task (Section ??). The retrieved examples
get increasingly relevant as time proceeds.
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Domain % Finished Question Neighbor 1 Neighbor 2 Neighbor 3

Language 1 what does ja-
maican people
speak?

when was
ancient egypt
created?

where is the
denver bron-
cos stadium
located?

what is the
name of the
capital of
spain?

Language 20 what are the
two official
languages of
paraguay?

what do
portuguese
people speak?

what language
does cuba
speak?

where is mis-
sion san bue-
naventura lo-
cated?

Language 37 what language
does colom-
bia?

what language
does cuba
speak?

what was the
first language
spoken in
spain?

what is ser-
bian language
called?

Language 85 what language
does peru
speak?

what are
the official
languages of
the eu?

where is the
latin language
from?

what do
portuguese
people speak?

Language 90 what language
do they speak
in colombia
south amer-
ica?

how many
languages do
they speak in
spain?

where is the
latin language
from?

what language
does cuba
speak?

Table 61: Relevant examples retrieved for WEBQA QA task (Section ??). The retrieved examples
get increasingly relevant as time proceeds.
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gains using memory in this OOV setting. This setup highlights the case when the user does not
speak fluent English and uses mixed language code, e.g., transcription in English and mixing
words from another language to ask questions.

In low-resource settings (e.g., queries in transcribed Punjabi or Hindi), we perform similarity
matching between a given question and a question in the memory by using surface-form similarity.
Specifically, we use Levenshtein distance to determine the closest query in the memory. We note
that as the memory grows large, we can use mechanisms such as FAISS [Johnson et al., 2019b]
for trained memory, and suffix-trees for fast retrieval using surface form similarity.
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Figure 65: Finding 2 Large gains on queries asked in English and Punjabi by MemPrompt.

I.8 Sample results
Table 65 shows randomly sampled x-y pairs, and the corresponding y generated by GPT-3-
175B and MemPrompt. The complete set of outputs is located in the project repository https:

//github.com/madaan/memprompt/tree/main/results.
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Question (x) Answer (y) type

What is the opposite of ¡ misconstrue ¿
?

the antonym for misconstrue is verify ant

What is the opposite of ¡ gross ¿ ? the antonym for gross is polite ant
expand on ¡ chelicera ¿ ? the definition of chelicera is One of the

anterior pair of mouth organs
defn

what is a sentence that can be used to
define ¡ mawseed ¿ ?

the definition of mawseed is The seed
of the opium poppy.

defn

what has a ¡ bitt ¿ like ring to it ? the homophone for bitt is bit hom
what can one confuse with ¡ holed ¿ ? the homophone for holed is hold hom
¡ spread ¿ can be used how ? a sentence with spread is: a couple of

sheep are spread out in a field
sent

make something with ¡ pot ¿ ? a sentence with pot is: bonsai tree in
pot at zen garden .

sent

What is akin to ¡ musician ¿ ? the synonym for musician is instrumen-
talist

syn

What is akin to ¡ zigzag ¿ ? the synonym for zigzag is move syn

Table 62: Sample x-y pairs in English. The same type of question can be asked in multiple ways.
Our method makes no assumptions as to how a question might be asked.

J Chapter 10: Self-Refine

J.1 Evaluation Tasks
Table 66 lists the tasks in our evaluation, and examples from each task.
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Listing 1: Sample templates for the five tasks.
templates = [

{
"type": "syn",
"template_id": "syn1",
"question": lambda word1: f"What is similar to < {

word1} > ?",
"question_clarification": lambda word1: f"What is

similar to < {word1} > ? | clarification: when
I ask for similar to , I want a synonym.",

"clarification": "clarification: when I ask for
similar to , I want a synonym.",

"answer": lambda word1, word2: f"the synonym for {
word1} is {word2}",

},
{

"type": "ant",
"template_id": "ant0",
"question": lambda word1: f"What is unlike < {

word1} > ?",
"question_clarification": lambda word1: f"What is

unlike < {word1} > ? | clarification: when I
ask for unlike , I want an antonym.",

"clarification": "clarification: when I ask for
unlike , I want an antonym.",

"answer": lambda word1, word2: f"the antonym for {
word1} is {word2}",

},
{

"type": "defn",
"template_id": "defn0",
"question": lambda word: f"< {word} > means what ?

",
"question_clarification": lambda word: f"< {word}

> means what ? | clarification: when I ask for
means what , I want a definition.",

"clarification": "clarification: when I ask for
means what , I want a definition.",

"answer": lambda word, definition: f"the
definition of {word} is {definition}",

},
{

"type": "sent",
"template_id": "sent1",
"question": lambda word: f"< {word} > can be used

how ?",
"question_clarification": lambda word: f"< {word}

> can be used how ? | clarification: when I ask
for can be used how , I want a sentence.",

"clarification": "clarification: when I ask for
can be used how , I want a sentence.",

"answer": lambda word, sentence: f"a sentence with
{word} is: {sentence}",

}]
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Question (x) Answer (y) type

¡ tabulate ¿ ka ulta kya hai ? the antonym for tabulate is randomize ant
¡ foot ¿ ka vilom kya hai ? the antonym for foot is head ant
¡ lettish ¿ ka matlab kya hota hai ? the definition of lettish is The language

spoken by the Letts. See Lettic.
defn

¡ housing ¿ ka arth kya hai ? the definition of housing is An ap-
pendage to the hames or collar of a har-
ness.

defn

sunne mai ¡ perl ¿ jaisa kya hai ? the homophone for perl is pearl hom
¡ council ¿ jaisa kya sunai deta hai ? the homophone for council is conceal hom
¡ city ¿ ko ek vakya mai kaise likhen ? a sentence with city is: the city takes

on an even more interesting hue during
event

sent

¡ fly ¿ ko ek vakya mai kaise likhen ? a sentence with fly is: airplane fly into
a storm cloud

sent

¡ critique ¿ kai samaan kya hota hai ? the synonym for critique is evaluate syn
¡ psychiatric ¿ kai samaan kya hota hai
?

the synonym for psychiatric is mental syn

Table 63: Sample x-y pairs in Hindi.

Question (x) Answer (y) type

¡ edit ¿ de ult ki hunda ae ? the antonym for edit is expand ant
¡ spring ¿ ton bhin ki ae ? the antonym for spring is compress ant
¡ patricide ¿ di paribhasha dasso ? the definition of patricide is The crime

of one who murders his father. Same
as Parricide.

defn

¡ sankhya ¿ da matlab ki hunda ae ? the definition of sankhya is A Hin-
doo system of philosophy which refers
all things to soul and a rootless germ
called prakriti

defn

sunnan vich ¡ site ¿ varga ki ae ? the homophone for site is sites hom
¡ chance ¿ da samnam ki ae ? the homophone for chance is chants hom
¡ enter ¿ nu ek vak vich kidan vartiye ? a sentence with enter is: as you enter

you will be greeted by these rows of
trees .

sent

¡ tree ¿ da prayog ki ae ? a sentence with tree is: wide shot of an
eagle and its nest on top of a tree

sent

¡ unlawful ¿ jidan ki hunda ae ? the synonym for unlawful is illegal syn
¡ constrict ¿ jidan ki hunda ae ? the synonym for constrict is close syn

Table 64: Sample x-y pairs in Punjabi.
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Question (x) Expected an-
swer (y ∗)

GPT-3 gener-
ated answer

MemPrompt
generated an-
swer

give me some-
thing i would
hear as ¡ whether
¿ ?

the homophone
for whether is
whither

the example of
something you
would hear as
whether is a
question word
used to ask about
possibilities.

the homophone
for whether is
weather

what has a ¡ mane
¿ like ring to it ?

the homophone
for mane is made

the word that has
a mane like ring
to it is mane

the homophone
for mane is main

What is like ¡ con-
fine ¿ ?

the synonym for
confine is hold

the homophone
for confine is con-
fined

the synonym for
confine is restrain

¡ leper ¿ means
what ?

the definition of
leper is a person
affected with lep-
rosy.

a sentence with
leper is: a leper
is a person with
a disease that
makes his skin
scaly and white.

the definition of
leper is a person
who has leprosy.

expand on ¡ chap-
eron ¿ ?

the definition of
chaperon is a ma-
tron who accom-
panies a young
lady in public

the expansion of
chaperon is one
who chaperons.

the definition of
chaperon is a
woman who goes
with a young
girl to social
functions.

what is a sen-
tence that can be
used to define ¡
wassail ¿ ?

the definition of
wassail is an an-
cient expression
of good wishes
on a festive occa-
sion

a sentence with
wassail is: ¡ was-
sail ¿ wassails the
christmas season

the definition of
wassail is to drink
to the health of.

expand on ¡ paral-
bumin ¿ ?

the definition
of paralbumin
is a proteidlike
body found in
the fluid from
ovarian cysts
and elsewhere.
it is generally
associated with a
substance related
to

the expansion of
paralbumin is an
albuminoid glob-
ulin occurring in
the blood of the
horse and other
animals, and in
the urine of hu-
mans.

the definition of
paralbumin is a
particular kind of
albumin.

what can one con-
fuse with ¡ kew ¿
?

the homophone
for kew is key

a word that can
be confused with
kew is due

the homophone
for kew is cue

What is like ¡
pneumatic ¿ ?

the synonym
for pneumatic is
windy

the homophone
for pneumatic is
hydraulic

the synonym for
pneumatic is airy

give me some-
thing i would
hear as ¡ seeder ¿
?

the homophone
for seeder is seer

something you
would hear
as seeder is:
someone who
plants things in
the ground or
causes seeds to
be planted.

the homophone
for seeder is said

Table 65: A subset of random samples where GPT-3-175B without memory was incorrect.
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Task and Description Sample one iteration of FEEDBACK-REFINE

Sentiment Reversal
Rewrite reviews to reverse sentiment.
Dataset: [Zhang et al., 2015] 1000 review
passages

x: The food was fantastic...”
yt: The food was disappointing...”
fb: Increase negative sentiment
yt+1: The food was utterly terrible...”

Dialogue Response Generation
Produce rich conversational responses.
Dataset: Mehri and Eskenazi [2020] 372
conv.

x: What’s the best way to cook pasta?”
yt: The best way to cook pasta is to...”
fb: Make response relevant, engaging, safe
yt+1: Boil water, add salt, and cook pasta...”

Code Optimization
Enhance Python code efficiency
Dataset: [Madaan et al., 2023c]: 1000 pro-
grams

x: Nested loop for matrix product
yt: NumPy dot product function
fb: Improve time complexity
yt+1: Use NumPy’s optimized matmul function

Code Readability Improvement
Refactor Python code for readability.
Dataset: [Puri et al., 2021b] 300 programs∗

x: Unclear variable names, no comments
yt: Descriptive names, comments
fb: Enhance variable naming; add comments
yt+1: Clear variables, meaningful comments

Math Reasoning
Solve math reasoning problems.
Dataset: [Cobbe et al., 2021] 1319 questions

x: Olivia has $23, buys 5 bagels at $3 each”
yt: Solution in Python
fb: Show step-by-step solution
yt+1: Solution with detailed explanation

Acronym Generation
Generate acronyms for a given title
Dataset: (Appendix J.21) 250 acronyms

x : Radio Detecting and Ranging”
yt: RDR
fb : be context relevant; easy pronunciation
yt+1: RADAR”

Constrained Generation
Generate sentences with given keywords.
Dataset: [Lin et al., 2020a] 200 samples

x: beach, vacation, relaxation
yt: During our beach vacation...
fb: Include keywords; maintain coherence
yt+1: .. beach vacation was filled with relax-
ation

Table 66: An overview of the tasks which we evaluate SELF-REFINE on, along with their
associated datasets and sizes. For every task, we demonstrate a single iteration of refinement of
input x, the previously generated output yt, the feedback generated fbt, and the refinement yt+1.
Few-shot prompts used for FEEDBACK and REFINE are provided in Appendix J.23.
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J.2 Broader Related Work
Compared to a concurrent work, Reflexion Shinn et al. [2023], our approach involves correction
using feedback, whereas their setup involves finding the next best solution in planning using
ReAct. While ReAct and Reflexion provide a free-form reflection on whether a step was executed
correctly and potential improvements, our approach is more granular and structured, with multi-
dimensional feedback and scores. This distinction allows our method to offer more precise
and actionable feedback, making it suitable for a wider range of natural language generation
tasks, including those that may not necessarily involve step-by-step planning such as open-ended
dialogue generation.

Comparison with Welleck et al. [2022] The closest work to ours may be Self-Correction
[Welleck et al., 2022]; however, Self-Correction has several disadvantages compared to SELF-
REFINE:

1. Self-Correction does not train their model to generate explicit feedback; instead, Welleck
et al. [2022] trained their models to refine only. As we show in Section 10.4 and Table 10.2,
having the model generate explicit feedback results in significantly better refined outputs.

2. Self-Correction trains a separate refiner (or “corrector”) for each task. In contrast, SELF-
REFINE uses instructions and few-shot prompting, and thus does not require training a
separate refiner for each task.

3. Empirically, we evaluated SELF-REFINE using the same base model of GPT-3 as Self-
Correction, and with the same settings on the GSM8K benchmark. Self-Correction achieved
45.9% accuracy while SELF-REFINE (this work) achieved 55.7% (↑9.8).

Comparison with non-refinement reinforcement learning (RL) approaches. Rather than
having an explicit refinement module, an alternative way to incorporate feedback is by optimiz-
ing a scalar reward function, e.g. with reinforcement learning (e.g., Stiennon et al. [2020], Lu
et al. [2022], Le et al. [2022a]). These methods differ from SELF-REFINE (and more generally,
refinement-based approaches) in that the model cannot access feedback on an intermediate gener-
ation. Second, these reinforcement learning methods require updating the model’s parameters,
unlike SELF-REFINE.

See Table ?? for an additional detailed comparison of related work.
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J.3 Human Evaluation
The A/B evaluation in our study was conducted by the authors, where a human judge was presented
with an input, task instruction, and two candidate outputs generated by the baseline method and
SELF-REFINE. The setup was blind, i.e., the judges did not know which outputs were generated
by which method. The judge was then asked to select the output that is better aligned with the
task instruction. For tasks that involve A/B evaluation, we calculate the relative improvement
as the percentage increase in preference rate. The preference rate represents the proportion of
times annotators selected the output produced by SELF-REFINE over the output from the baseline
method. Table 67 shows the results.

While multiple annotators participated in each task, we only collected a single annotation per
instance, aiming to scale the number of data points we could annotate. To further validate the
reliability of our evaluations, we obtained two annotations for 50 samples from each dataset. All
human evaluations were executed in a double-blind manner, with the responses being randomly
flipped to ensure annotator impartiality, leaving them unaware of whether a given output was from
the base model or the SELF-REFINE. These additional evaluations were exclusively applied to
outputs generated by GPT-4.

For each task, we measured inter-labeler agreement using Cohen’s Kappa score. Code
Readability Improvement and Acronym Generation both scored a substantial 0.75, Sentiment
Reversal was also substantial at 0.61, while Dialogue Response Generation was moderate with a
score of 0.53.

Task SELF-REFINE (%) Direct (%) Either (%)

Sentiment Reversal 75.00 21.43 3.57
Acronym Generation 44.59 12.16 43.24
Dialogue Response Generation 47.58 19.66 32.76
Code Readability Improvement 50.0 3.0 47.0

Table 67: Relative improvement of SELF-REFINE in A/B evaluations across different tasks. The
values represent normalized preferences, which correspond to the proportion of times the output
generated by SELF-REFINE was selected as better aligned with the task instruction over the
baseline method. The evaluation was conducted for 150 examples for each dataset. The judges
were not aware of the method that generated each sample.
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J.4 SELF-REFINE on Reasoning Tasks
SELF-REFINE shows limited success in Math Reasoning tasks, mainly due to its challenges
in generating meaningful feedback. Nonetheless, we observe performance gains with SELF-
REFINE in certain tasks from the Big-Bench Hard suite [Suzgun et al., 2022b], particularly those
requiring commonsense reasoning and logical thinking. These results in Table 68 suggest that
SELF-REFINE is more effective in scenarios where the combination of logical reasoning and
pre-trained knowledge contribute to self-verification.

Task Base model +Self-Refine Gain

Date Understanding 62.0 66.8 4.8
Geometric Shapes 17.6 20.0 2.4
Logical Deduction (seven objects) 43.2 45.2 2.0
Multi-Step Arithmetic 61.6 64.0 2.4
Tracking Shuffled Objects (seven objects) 31.6 36.0 4.4

Table 68: Performance comparison between the base outputs and the SELF-REFINE enhanced
model across various Big Bench Hard tasks. All experiments were conducted using the GPT-3.5-
TURBO-0613 model with a temperature setting of 0.0. No task-specific prompts were utilized; all
tasks employed the same instructional prompts.

J.5 Instruction-Only Prompting
In our main experiments, we use few-shot prompting to guide model output into a more readily
parseable format. Next, we experiment with SELF-REFINE under a zero-shot prompting scenario,
where traditional few-shot examples are supplanted by explicit instructions at each stage of the
SELF-REFINE process. For these experiments, we use GPT-3.5. The results in Table 69) show that
SELF-REFINE remains effective across diverse tasks. However, achieving optimal performance in
this setting requires extensive prompt engineering for instructions. The instructions are present in
Listing 1 (Acronym Generation), Listing 3 (Math Reasoning), Listing 2 (Sentiment Reversal),
Listing 4 (Constrained Generation), and Listing 5 (Dialogue Response Generation).

For Math Reasoning tasks, SELF-REFINE improves the solve rate from 22.1% to 59.0% in
an instruction-only setting. We find that much of this gain comes from fixing omitted return
statements in 71% of the initial Python programs, despite clear instructions to include them. Sub-
sequent iterations of feedback generation and refinement address this issue effectively, decreasing
the error rate by 19%. Further, we find that when the initial programs are valid, SELF-REFINE

does not improve the performance.

J.6 GPT-4 Evaluation
In light of the impressive achievements of GPT-4 in assessing and providing reasoning for
complex tasks, we leverage its abilities for evaluation in SELF-REFINE. The approach involves
presenting tasks to GPT-4 in a structured manner, promoting the model’s deliberation on the task
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Task Base SELF-REFINE (zero-shot)

Acronym Generation 16.6% 44.8% (↑ 28.2%)
Constrained Generation 4.0% 47.0% (↑ 43.0%)
Sentiment Reversal 4.4% 71.4% (↑ 67.0%)
Math Reasoning 22.1% 59.0% (↑ 36.9%)
Dialogue Response Generation 23.0% 48.8% (↑ 25.8%)

Table 69: Performance of SELF-REFINE with Zero-Shot Prompting

Listing 1 Instruction-only prompts used at various stages of the SELF-REFINE process for
Acronym Generation.

# Init: Generate an acronym for a given title
start_chat_log = [

{"role": "system", "content": 'You are a helpful assistant that
generates acronyms.'},↪→

{"role": "user", "content": f'Generate an acronym for the title
"{title}". Please respond in the format: "The generated acronym is:
{acronym}"'}

↪→

↪→

]

# Generate Feedback: Evaluate the quality of the generated acronym
feedback_str = f"""Evaluate the acronym "{acronym}" for the title "{title}"

on its ease of pronunciation, ease of spelling, relation to the title,
positive connotation, and being well-known."""

↪→

↪→

start_chat_log = [
{"role": "system", "content": 'You are an AI model that provides

feedback on the viability and quality of acronyms.'},↪→

{"role": "user", "content": feedback_str}
]

# Refine: Improve the acronym based on provided feedback
start_chat_log = [

{"role": "system", "content": 'You are a helpful assistant that can
iteratively improve acronyms based on feedback.'},↪→

{"role": "user", "content": f'Improve the acronym "{acronym}" for the
title "{title}" based on the following feedback: {feedback}. Please

*always* respond in the format: "The improved acronym is:
{acronym}"'}

↪→

↪→

↪→

]

and generating a rationale for its decision. To mitigate order bias in our tasks, we randomly flip
the order of the outputs generated after the first iteration and by SELF-REFINE before evaluation.
Further, to ensure that there is no inherent bias in GPT-4 picking its own predictions, we conduct
an additional study with CLAUDE-2 .
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Listing 2 Instruction-only prompts used at various stages of the Self-Refine process for Sentiment
Reversal.
# Init: Transform a negative sentiment review into a positive one
start_chat_log = [

{"role": "system", "content": 'You are an AI language model that
transforms a negative sentiment review into a positive one.'},↪→

{"role": "user", "content": f'Please transform the following negative
review into a positive one: "{review}". Respond in the format of:
"The positive review is: [Your Response Here]".'},

↪→

↪→

]

# Generate Feedback: Provide feedback on the transformed review
start_chat_log = [

{"role": "system", "content": 'You are an AI model providing feedback
on a sentiment transformed review.'},↪→

{"role": "user", "content": f"Why is this review not Very positive?
Point out specific issues and give concrete suggestions. Respond in
the format of: 'Feedback: [Specific issues and suggestions]"},

↪→

↪→

]

# Refine: Improve the review based on provided feedback
start_chat_log = [

{"role": "system", "content": 'You are an AI model that improves upon
an existing review based on provided feedback.'},↪→

{"role": "user", "content": f'Please improve the sentiment of the
following review "{sentence}" based on this feedback: "{feedback}",
and make it more positive. Always respond in the format of: "The
more positive review is: [Your Response Here]".'},

↪→

↪→

↪→

]

Claude-2 as the Evaluator Despite the measures we took to prevent any inherent biases, GPT-4
might inherently favor self-refined outputs. To provide a comprehensive evaluation of GPT-4,
we conduct an additional analysis using CLAUDE-2, 16 serving as an independent evaluator for
GPT-4 outputs. The results in Table 70 from GPT-4 as the base LLM with CLAUDE-2 as the
evaluator show the same strong preferences for SELF-REFINE over the Base outputs.

This prompts used for evaluation are listed in Listing 6 and ????.

J.7 Model Key
We use terminology here: https://platform.openai.com/docs/models/gpt-3-5. The
experiments were done with the 0313 versions of GPT-4 and GPT-3.5 unless otherwise mentioned.
We refer to text-davinci-003 as GPT-3. We use GPT-3.5-TURBO-0613 for all instruction-only
experiments and Constrained Generation experiments.

16https://www.anthropic.com/index/claude-2
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Listing 3 Instruction-only prompts used at various stages of the Self-Refine process for Math
Reasoning.

# Function to Generate an Answer
gen_sys_template = "You are a helpful assistant that responds with only a

python program."↪→

gen_user_template = """Write a python function that solves the given
question and returns the result.↪→

Always store the final result in a variable called `result`, and always
include `return result` as your last statement.↪→

# Question: {question}
# solution using Python:"""

# Function to Get Feedback on the Answer
fb_sys_template = "You are a helpful assistant that provides feedback on

the correctness of python programs."↪→

fb_user_template = """Question: {question}
{prediction}
# There may be an error in the code above because of lack of understanding

of the question.↪→

To find the error, go through semantically complete blocks of the code, and
check if everything looks good.↪→

Errors could include:
- Logical issues
- Lack of understanding of the question
- Missing `return result`
Share your evaluation in the format:
Evaluation: <your evaluation here>.
If everything looks good, return 'Evaluation: correct'"""

# Function to Fix the Error
refine_sys_template = "You are a helpful assistant that responds with only

a python program."↪→

refine_user_template = """Question: {question}
{prediction}
# There is an error in the code above. The following is the feedback on the

code:↪→

{feedback}
Fix the error in the python function given the feedback above. The python

function should return the final answer."""↪→

Task % Base % SELF-REFINE

Dialogue Response Generation 30.6 64.7 (↑34.1)
Sentiment Reversal 10.6 69.2 (↑58.6)
Acronym Generation 32.0 49.2 (↑17.2)
Code readability 37.0 60.0 (↑23.0)

Table 70: Evaluation Results of GPT-4 with CLAUDE-2 as Evaluator
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Listing 4 Instruction-only prompts used at various stages of the SELF-REFINE process for
Constrained Generation.
# Constrained Generation Task

# 1. Init
start_chat_log = [

{"role": "system", "content": 'You are an AI model that generates
sentences with commonsense, using a given set of concepts.'},↪→

{"role": "user", "content": f'Generate a commonsense sentence using the
following concepts: {", ".join(concepts)}. Please respond in the
format: "The generated sentence is: {sentence}"'},

↪→

↪→

]

# 2. Get Feedback
start_chat_log = [

{"role": "system", "content": 'You are an AI model that provides
feedback on a sentence generated with specific concepts.'},↪→

{"role": "user", "content": f'''Evaluate the following sentence
"{sentence}", which was meant to use the following concepts: {",
".join(concepts)}.

↪→

↪→

Please provide two pieces of feedback. Start your feedback about
concept usage with the phrase "Concept feedback is:", and start your
feedback about commonsense facts with the phrase "Commonsense feedback
is:".

↪→

↪→

↪→

The format should be:
Concept feedback is: <list of missing concepts>
Commonsense feedback is: <commonsense feedback here>'''},

]

# 3. Iterate Fix
start_chat_log = [

{"role": "system", "content": 'You are an AI model that improves upon
an existing sentence based on provided feedback.'},↪→

{"role": "user", "content": f'Improve upon the following sentence
"{improved_sentence}" based on the following feedback:
{feedback_string}. Please respond in the format: "The improved
sentence is: [Your improved sentence here]"'},

↪→

↪→

↪→

]
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Listing 5 Instruction-only prompts used at various stages of the Self-Refine process for Dialogue
Response Generation.

# Dialogue Response Generation Task

# 1. Generate Response
start_chat_log = [

{"role": "system", "content": 'You are a helpful assistant that
generates responses.'},↪→

{"role": "user", "content": f'Provided a dialogue between two speakers,
generate a response that is coherent with the dialogue history.
Desired traits for responses are: 1) Relevant - The response
addresses the context, 2) Informative - The response provides some
information, 3) Interesting - The response is interesting, 4)
Consistent - The response is consistent with the rest of the
conversation in terms of tone and topic, 5) Helpful - The response
is helpful in providing any information or suggesting any actions,
6) Engaging - The response is engaging and encourages further
conversation, 7) Specific - The response contains specific content,
8) Safe - The response should not cause danger, risk, or injury 9)
User understanding - The response demonstrates an understanding of
the user\'s input and state of mind, and 10) Fluent. Response
should begin with - Response:\n\nConversation
history:\n\n{history}\n\nResponse: '},

↪→

↪→

↪→

↪→

↪→

↪→

↪→

↪→

↪→

↪→

↪→

↪→

↪→

↪→

]

# 2. Get Feedback
start_chat_log = [

{"role": "system", "content": 'You are an AI model that provides
feedback on the viability and quality of responses.'},↪→

{"role": "user", "content": feedback_str}
]

# 3. Iterate Response
start_chat_log = [

{"role": "system", "content": 'You are a helpful assistant that can
iteratively improve responses based on feedback.'},↪→

{"role": "user", "content": iterate_str}
]
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Listing 6 Prompt for GPT-4 evaluation of Sentiment Reversal.

f"""Which review is aligned with the sentiment {target_sentiment}?
Review A: {review_a}
Review B: {review_b}.

Pick your answer from ['Review A', 'Review B', 'both', 'neither']. Generate
a short explanation for your choice first. Then, generate 'The more
aligned review is A' or 'The more aligned review is B' or 'The more
aligned review is both' or 'The more aligned review is neither'.

↪→

↪→

↪→

Format: <explanation> <answer> STOP

Listing 7 Prompt for GPT-4 evaluation of Acronym Generation.

f"""Title: {title}

Acronym A: {acronym_a}
Acronym B: {acronym_b}

Pick the better acronym for the given title. The acronyms should be
compared based on the following criteria:↪→

* Ease of pronunciation.

* Ease of spelling.

* Relation to title.

* Positive connotation.

Generate your answer in the following format:

<Short explanation>. The better acronym is A OR The better acronym is B OR
The acronyms are equally good OR Neither acronym is good. STOP.↪→

Listing 8 Prompt for GPT-4 evaluation of Dialogue Response Generation.

f"""Which response is better given this context: {context}?
Response A: {response_a}

Response B: {response_b}.

Pick your answer from ['Response A', 'Response B', 'both', 'neither'].
Generate a short explanation for your choice first. Then, generate 'The
better response is A' or 'The better response is B' or 'The better
response is both' or 'The better response is neither'.

↪→

↪→

↪→

Format: <explanation> <answer> STOP
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Listing 9 Prompt for GPT-4 evaluation of Constrained Generation

f"""Which story is better?
Story A: {story_a}

Story B: {story_b}.

Judge the story based on the flow, the grammar, and the overall quality of
the story. Rate more realistic story higher. Pick your answer from
['Story A', 'Story B', 'either']. First, reason about your choice. Then,
generate 'The better story is Story A' or 'The better story is Story B'
or 'The better story is either'.

↪→

↪→

↪→

↪→

Format:

Reasoning: <your reasoning>. The better story is <your choice>.

Reasoning:"""
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J.8 Comparison of SELF-REFINE with State-of-the-art of Few-Shot Learn-
ing Models and Fine-Tuned Baselines

In this section, we present a comprehensive comparison of the performance of SELF-REFINE with
other few-shot models and fine-tuned baselines across a range of tasks, including mathematical
reasoning and programming tasks. Tables 71 and 72 display the performance of these models on
the GSM tasks and PIE dataset, respectively. Table 73 shows the performance of the CODEX model
with and without SELF-REFINE on the Code Readability task, further described in Appendix
J.16. Our analysis demonstrates the effectiveness of different model architectures and training
techniques in tackling complex problems.

Method Solve Rate

Chen et al. [2021c] CODEX 71.3

Cobbe et al. [2021] OpenAI 6B 20.0
Wei et al. [2022b] CoT w/ CODEX 65.6

Gao et al. [2022]

PaL w/ CODEX 72.0
PaL w/ GPT-3 52.0
PaL w/ GPT-3 56.8
PaL w/ GPT-3.5 74.2
PaL w/ GPT-4 93.3

Welleck et al. [2022]
Self-Correct w/ GPT-3 45.9
Self-Correct (fine-tuned) 24.3

This work

SELF-REFINE w/ GPT-3 55.7
SELF-REFINE w/ GPT-3 62.4
SELF-REFINE w/ GPT-3.5 75.1
SELF-REFINE w/ GPT-4 94.5
SELF-REFINE w/ CODEX (Oracle Feedback) 76.2

Table 71: Performance comparison of models on math reasoning (Math Reasoning).

264



March 8, 2024
DRAFT

Method %OPT

Puri et al. [2021b] Human References 38.2

OpenAI Models: OpenAI [2022, 2023]

CODEX 9.7
GPT-3 14.8
GPT-3.5 22.2
GPT-4 27.3

Nijkamp et al. [2022b] CODEGEN-16B 1.1

Berger et al. [2022]
SCALENE 1.4
SCALENE (BEST@16) 12.6
SCALENE (BEST@32) 19.6

Madaan et al. [2023c]

-2B 4.4
-2B (BEST@16) 21.1
-2B (BEST@32) 26.3
-16B 4.4
-16B (BEST@16) 22.4
-16B (BEST@32) 26.6
-Few-shot (BEST@16) 35.2
-Few-shot (BEST@32) 38.3

This work
SELF-REFINE w/ CODEX 15.6
SELF-REFINE w/ GPT-3 23.0
SELF-REFINE w/ GPT-3.5 26.7
SELF-REFINE w/ GPT-4 36.0

Table 72: Performance comparison of various models on the PIE dataset in terms of the percentage
of programs optimized (%OPT). The table includes human references, baseline models, fine-tuned
-2B and -16B models, and our proposed model (SELF-REFINE) using different LLMs. Notably,
SELF-REFINE achieves superior performance while using only 4 samples at most, significantly
fewer than the 16 and 32 samples employed by other models. Scalene, an off-the-shelf optimizer,
uses instruction tuning with CODEX and serves as a comparison point.

Method %Readable Variables

Chen et al. [2021c] CODEX 37.4
This work SELF-REFINE w/ CODEX 51.3

Table 73: Performance of SELF-REFINE on CODEX on the Code Readability task. Further details
on the task are described in Appendix J.16
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J.9 Evaluation of Vicuna-13b
We also experiment with Vicuna-13b [Chiang et al., 2023], a version of LLaMA-13b [Touvron
et al., 2023] fine-tuned on conversations sourced from the web. Vicuna-13b was able to consistently
follow the task initialization prompt. However, it struggled to follow the prompts intended for
feedback and refinement. This often led to outputs that resembled assistant-like responses, a
representative example of which can be found in Figure 66.

It’s important to note that we used the same prompts for Vicuna-13b as those used with other
models in our study. However, the limited performance of Vicuna-13b suggests that this model
may require more extensive prompt-engineering for optimal performance.

Mixed-refine: Improving Vicuna-13b with GPT-3.5 While the focus of SELF-REFINE is
improvement of the model without any external help, it may be possible to use a smaller model for
the initialization, and then involving a bigger model for refinement. To test this, we experiment
with a setup where we use Vicuna-13b as the initialization model, and use GPT-3.5 as the
FEEDBACK and REFINE. The results on Math Reasoning show the promise of this approach: while
Vicuna-13b was able to get only 24.18% on Math Reasoning, it was able to improve to 40.5% in
this mixed-refinement setting.
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Step 0 INIT> The food was amazing, I loved it!!.
Step 0 TRANSFER> The food was terrible, I hated it!!.

list index out of range

An error occurred: list index out of range. Traceback (most recent call last):

IndexError: list index out of range . Left retries: 2.

Step 1 TRANSFER> The food at the Trop was awful. I wish I could've
gotten my money back for the terrible meals.↪→

Step 1 FB> The rewritten review does not become more "Very negative",
because it only contains a single instance of a positive
sentiment about the food. Try again to make it Very negative!

↪→

↪→

Step 2 TRANSFER> ### Assistant: The Trop is a great choice for
anyone looking for a budget-friendly option in Vegas. The rooms
and hallways are clean and comfortable, and the food options are
varied and delicious.

↪→

↪→

↪→

Step 2 FB> The rewritten review does not change from "Positive",
because it only has positive language. The output is already Very
positive. No further changes are needed.

↪→

↪→

Step 0 INIT> The food was amazing, I loved it!!. [Positive] -> [Very
negative]↪→

Step 0 TRANSFER> The food was atrocious, I absolutely hated it!
[('The review sounds very negative. The sentiment is Very
negative', 1.0)]

↪→

↪→

Step 0 FB> The original review is already "Very negative" as it uses
strongly negative words like "atrocious" and "absolutely hated".
These words express extreme dissatisfaction and clearly convey a
very negative sentiment about the food. But try again to make it
even more negative!

↪→

↪→

↪→

↪→

Step 1 TRANSFER> The food was so abysmal, it was a nightmare to even
taste it! I couldn't stand it and regretted every single bite.
[('The review sounds highly negative. The sentiment is Very
negative', 1.0)]

↪→

↪→

↪→

Step 1 FB> The review provided is indeed very negative. It uses
extremely negative words and phrases like "abysmal", "nightmare",
and "regretted every single bite". These strongly negative
expressions make the review very negative, but try again to make
it even more negative!

↪→

↪→

↪→

↪→

Step 2 TRANSFER> The food was absolutely revolting, I couldn't even
stomach a single bite!↪→

Step 2 FB> This review is not "Very negative" because it contains
positive words and phrases like "amazing" and "loved it." To make
it "Very negative", we need to use extremely negative words, like
"revolting", "couldn't stomach", or "horrible". The provided
"Very negative" sentiment example is a good illustration of a
very negative review, as it uses strong negative language to
describe the food experience.

↪→

↪→

↪→

↪→

↪→

↪→

Figure 66: Vicuna-13b outputs (top) for sentiment reversal, where the goal is to make ‘The food
was amazing, I loved it!!.’ negative. Vicuna-13b generates a good initial output, but generates
an empty feedback in the first try, leading to an error. In the next try, it generates an unhelpful
feedback. The transferred review copies from the prompt. Compare with the outputs from GPT-
4 (bottom).
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J.10 SELF-REFINE wiht LLAMA-2-70B

We further benchmark SELF-REFINE, this time on the open-access model Lllama-2 Touvron et al.
[2023] in an instruction-only setting (no few-shot prompts, only instructions). The results in
Table 74 show that SELF-REFINE continues to be effective on an open-access model and without
few-shot examples at all. Given these performance metrics, alongside anticipated advancements
in hardware, we anticipate the broad and cost-effective applicability of SELF-REFINE.

Task Base Self-Refine Equally Good

Acronym Generation 22.30 53.08 22.30
Sentiment Reversal 13.2 60.8 26
Dialogue Response Generation 11.2 20.4 54.6
Math Reasoning 37.6 37.8 (41 with Oracle) N/A

Table 74: Instruction-only (zero-shot) results using SELF-REFINE on the open-access model
Llama-2. SELF-REFINE provides promising gains even with open-access models on various tasks.
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J.11 Self-Refining Images
We experiment with applying SELF-REFINE for iterative refinement of images using a multimodal
variant of GPT-4, GPT4-V 17. We start the process (INIT) by generating TikZ [?] code for an
object, such as an animal or an illustrative diagram. The Tikz code is compiled into an image.
The generated image is added to the feedback prompt of GPT4-V for feedback generation. This
feedback is then again used by GPT4-V’s to rewrite and refine the original TikZ code, thereby
improving the visual output in each cycle. A self-contained Colab notebook for visual SELF-
REFINE available at https://github.com/madaan/self-refine/blob/main/colabs/
Visual-Self-Refine-GPT4V.ipynb.

17https://openai.com/research/gpt-4v-system-card
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Figure 67: Visual SELF-REFINE: Refining a diagram of 3d Ellipsoid.More exam-
ples at https://github.com/madaan/self-refine/tree/main/docs/visual_self_
refine_examples for more examples.
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Figure 68: Preference for the outputs generated by our method (SELF-REFINE), the multiple-
sample baseline (MULTI), and ties (ties).

GPT-3 GPT-3.5 GPT-4

Task Base +SELF-REFINE Base +SELF-REFINE Base +SELF-REFINE

Math Reasoning 64.1 64.1 (0) 74.8 75.0 (↑0.2) 92.9 93.1 (↑0.2)
Math Reasoning (Oracle) 64.06 68.9 (↑4.8) 74.8 76.2 (↑1.4) 92.9 93.8 (↑0.7)

Table 75: SELF-REFINE results on Math Reasoning using GPT-3, GPT-3.5, and GPT-4 as base
LLM with Oracle feedback.

J.12 Additional Analysis

Using Oracle Feedback

We experimented with Oracle Feedback following Welleck et al. [2022]. This method uses
correctness information to guide model refinement, only progressing to REFINE stage if the current
answer is incorrect. This adjustment notably enhanced performance in the Math Reasoning task,
with GPT-3 improving by 4.8% and GPT-4 by 0.7% Table 75. This indicates the potential of
external signals to optimize model performance in particular tasks.

Iteration Acronym Pronunciation Pron. (5) Spell. (5) Rel. (5) Pos. Con. (5) Total (25)

1 USTACCSF us-tacks-eff 1 1 5 3 11
2 TACC-SIM tacks-sim 4 4 5 3 17
3 TACCSF tacks-eff 1 2 5 3 12
4 TACC-SIMF tack-simf 4 4 5 3 17

Table 76: Acronym generation results across iterations, showcasing how improvements in certain
aspects (e.g., pronunciation and spelling) can be accompanied by losses in others, leading to
fluctuating overall performance in multi-aspect feedback tasks like Acronym Generation.
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Error Type Occurrence Feedback Refinement

Incorrect feedback 25% Informative: The re-
sponse provides some
encouragement and re-
assurance, and ad-
ditional information.
3/3

Response: That’s hilari-
ous! Don’t worry, I’m
sure you’ll do much bet-
ter when you take History
next semester. Are you
looking forward to it?

Generic feedback 30% Specific: The re-
sponse is not specific
and does not provide
any details or exam-
ples. 1/3

Response: It’s under-
standable, I’m sure you’ll
do much better when
you take History next
semester. Maybe you can
use your knowledge of
Christopher Columbus to
ace your next test! Are
you looking forward to
it?

Incorrect Scoring 10% Informative: The
response provides a
supportive and un-
derstanding message,
which is informative
to the user. 2/3

Response: I’m sorry to
hear. . . when Christo-
pher Columbus didn’t
even fight in the Civil
War! I’m sure you’ll do
much better. . . . Are you
looking forward to it?

Table 77: Error analysis for Dialogue Response Generation: When the feedback is not useful, a
large majority is not specific or incorrect.

Non-monotonic increase in output quality for acronym generation For tasks with multi-
aspect feedback like Acronym Generation, the output quality can fluctuate during the iterative
process, improving on one aspect while losing out on another (Table 76). To address this, SELF-
REFINE’s feedback generates explicit numerical scores to capture the different aspects of output
quality. This allows for a more balanced evaluation of outputs and the selection of the most
appropriate one. The algorithm selects the best output based on the maximum score across all
iterations, as described in Algorithm 2 (line 8). A similar selection is possible for other tasks
like Math Reasoning and Sentiment Reversal, while we observe that output quality increases
monotonically with iterations.

Feedback and Refinement Error Analysis for Response Generation We perform a detailed er-
ror analysis of SELF-REFINE feedback and refinement process for Dialogue Response Generation,
which we summarize in Tables Table 77 and Table 78.

Table 77 reports the occurrence of different types of errors in our sample, which includes
Incorrect Feedback (25%), Generic Feedback (30%), and Incorrect Scoring (10%). We provide
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Error Type Occurrence Feedback Refinement

Not-Robust 10% Specific: The re-
sponse is specific
and provides specific
details or examples.
3/3

Response: That’s
pretty funny! It’s un-
derstandable that you
didn’t do well on the
test. I’m sure you’ll
do much better when
you take History next
semester

Ignores feedback 25% Informative: The re-
sponse doesn’t pro-
vide any new infor-
mation. 1/3

Response: That’s so
kind and generous of
you! I would love
to hear more about
the podcasts you en-
joy. Do you have any
favorites you can rec-
ommend?

Introduces new problem 20% Informative: 3/3 Response: That
would be a disaster!
Luckily, my cowork-
ers know better
than to drink while
they work. New
Informative score:
2/3

Robust to bad feedback 60% Informative: The re-
sponse does not pro-
vide any information.
1/3

Response: Wow, 25
people! That must
have been an amaz-
ing experience. Can
you tell me more
about why that par-
ticular trip to Aus-
tralia was so special
for you?

Table 78: On the Dialogue Response Generation task, SELF-REFINE can ignore good feedback
but in a majority of cases, it is robust to bad feedback and ignores bad feedback.
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representative examples of the system’s responses and refinements for each error type. These
errors highlight potential areas for improving our feedback handling mechanism, particularly in
the interpretation and understanding of user inputs.

Table 78 breaks down errors found in the refinement stage of SELF-REFINE. Errors include:
not being robust (10%), ignoring feedback (25%), and introducing a new problem (20%). We
demonstrate how the model handles a variety of feedback types, how robust it is under different
circumstances, and how often it inadvertently introduces new issues. 60% of the times, the model
is robust to incorrect or generic feedback. These insights can guide us in enhancing the model’s
refinement capabilities, especially in providing accurate and specific responses.
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J.13 Beyond Benchmarks
SELF-REFINE demonstrates its iterative feedback and refinement capabilities in the context of
website layout generation. GPT-3.5 initially produces a rudimentary layout for a given topic,
and then uses the FEEDBACK to suggest specific, actionable improvements, as demonstrated in
Figure 69 and ??. These suggestions range from design changes such as color and font adjustments,
to content enhancements and layout modifications. Figure 70 and ?? showcase the final layouts,
post-feedback implementation, highlighting the potential and versatility of SELF-REFINE across
different scenarios.

Figure 69: Initial web layout generated by our model for a fictional ice cream parlor.

Ice Cream Generation The feedback generated by FEEDBACK for ice cream generation:
• Change the background color of the container to a light blue color (#6f2ff).
• Change the font size of the heading to 48px.
• Add a small icon before the ”Welcome to our ice cream parlor!” text using the URL https://cdn-

icons-png.flaticon.com/512/3622/3622340.png.
• Add an additional paragraph after the existing text with the following text: ”We also offer a

variety of toppings and cones to complement your ice cream. Visit us today to try our latest
flavors and indulge in a sweet treat!”
• Increase the font size of the button text to 24px.
• Update the button color to #9933.

Photosynthesis The feedback generated by FEEDBACK for photosynthesis:
• Increase the font size of the text to 18px for better readability.
• Add more information about the benefits of photosynthesis.
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Figure 70: Refined web layout after applying model feedback. The feedback included changing
the background color to light blue (#6f2ff), increasing the heading font size to 48px, adding an
icon before the welcome text, enhancing the content with an additional paragraph, increasing the
button text size to 24px, and updating the button color to #9933.

Figure 71: Initial web layout generated by our model for a page on photosynthesis.

• Remove the unnecessary margin-top from the header.
• Add a ruler or divider below the header to separate it from the image.
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Figure 72: Refined web layout after applying model feedback. The feedback included increasing
the text font size to 18px for better readability, adding more information about the benefits of
photosynthesis, removing the unnecessary margin-top from the header, and adding a ruler or
divider below the header to separate it from the image.
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J.14 Statistical Confidence Intervals

GPT-3 GPT-3.5 GPT-4

Task Base +SELF-REFINE Base +SELF-REFINE Base +SELF-REFINE

Sentiment Reversal 8.8 ± 2.05 30.4 ± 3.61∗ 11.4 ± 2.34 43.2 ± 3.98∗ 3.8 ± 1.28 36.2 ± 3.82∗

Dialogue Response 36.4 ± 6.14 63.6 ± 6.62∗ 40.1 ± 6.33 59.9 ± 6.67∗ 25.4 ± 5.36 74.6 ± 6.22∗

Code Optimization 14.8 ± 2.66 23.0 ± 3.25∗ 23.9 ± 3.30 27.5 ± 3.49 27.3 ± 3.48 36.0 ± 3.81∗

Code Readability 37.4 ± 6.86 51.3 ± 7.39 27.7 ± 6.13 63.1 ± 7.40∗ 27.4 ± 6.10 56.2 ± 7.45∗

Math Reasoning 64.1 ± 3.47 64.1 ± 3.47 74.8 ± 3.20 75.0 ± 3.20 92.9 ± 2.05 93.1 ± 2.03
Acronym Gen. 41.6 ± 7.72 56.4 ± 8.15 27.2 ± 6.60 37.2 ± 7.46 30.4 ± 6.92 56.0 ± 8.15∗

Constrained Gen. 28.0 ± 7.38 37.0 ± 8.26 44.0 ± 8.72 67.0 ± 9.00∗ 15.0 ± 5.38 45.0 ± 8.77∗

Table 79: SELF-REFINE results from ?? with Wilson confidence interval (at 95% confidence
interval) and statistical significance. On various tasks using GPT-3, GPT-3.5, and GPT-4 as
base LLM, SELF-REFINE consistently improves LLM. Metrics used for these tasks are defined
in Section 10.3.2 as follows: Math Reasoning uses the solve rate; Code Optimization uses the
percentage of programs optimized; and Sentiment Reversal, Dialogue Response and Acronym
Gen use a GPT-4-based preference evaluation, which measures the percentage of times outputs
from the base or enhanced models were selected, with the rest categorized as a tie. Constrained
Gen uses the coverage percentage. Gains over Base, that are statistically significant based on
these confidence intervals are marked *

Table 79 shows results from Table 10.1 with Wilson confidence interval Brown et al. [2001]
(at α= 99% confidence interval) and statistical significance. Gains that are statistical significance
based on these confidence intervals are marked with an asterisk. We find that nearly all of GPT-4
gains are statistically significant, GPT-3.5 gains are significant for 4 out of 7 datasets, and GPT-3
gains are significant for 3 out of 7 datasets.
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J.15 New Tasks

Constrained Generation We introduce “CommonGen-Hard,” a more challenging extension
of the CommonGen dataset Lin et al. [2020a], designed to test state-of-the-art language models’
advanced commonsense reasoning, contextual understanding, and creative problem-solving.
CommonGen-Hard requires models to generate coherent sentences incorporating 20-30 concepts,
rather than only the 3-5 related concepts given in CommonGen. SELF-REFINE focuses on
iterative creation with introspective feedback, making it suitable for evaluating the effectiveness
of language models on the CommonGen-Hard task.

Acronym Generation Acronym generation requires an iterative refinement process to create
concise and memorable representations of complex terms or phrases, involving tradeoffs between
length, ease of pronunciation, and relevance, and thus serves as a natural testbed for our approach.
We source a dataset of 250 acronyms18 and manually prune it to remove offensive or uninformative
acronyms.

J.16 Code Readability

Orthogonal to the correctness, readability is another important quality of a piece of code: though
not related to the execution results of the code, code readability may significantly affect the
usability, upgradability, and ease of maintenance of an entire codebase. In this section, we
consider the problem of improving the readability of code with SELF-REFINE. We let an LLM

write natural language readability critiques for a piece of code; the generated critiques then guide
another LLM to improve the code’s readability.

Method

Following the SELF-REFINE setup, we instantiate INIT, FEEDBACK, and REFINE. The INIT is a
no-op — we directly start by critiquing the code with FEEDBACK and applying the changes with
REFINE.

• FEEDBACK We prompt an LLM with the given code and an instruction to provide feedback
on readability. We give the LLM the freedom to freely choose the type of enhancements and
express them in the form of free text.

• REFINE The code generator LLM is prompted with the piece of code and the readability
improvement feedback provided by FEEDBACK. In addition, we also supply an instruction
to fix the code using the feedback. We take the generation from the code generator as the
product of one iteration in the feedback loop.

Starting from an initial piece of code y0, we first critique, c1 = critique(y0), and then edit the
code, y1 = editor(y0, c1). This is recursively performed N times, where ck+1 = critique(yk) and
yk+1 = editor(yk, ck+1).

18https://github.com/krishnakt031990/Crawl-Wiki-For-Acronyms/blob/
master/AcronymsFile.csv
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Experiments

Dataset We use the CodeNet Puri et al. [2021b] dataset of competitive programming.19 For our
purpose, these are hard-to-read multi-line code snippets. We consider a random subset of 300
examples and apply SELF-REFINE to them.

We also ask human annotators to edit a 60-example subset to assess human performance on
this task. The human annotators are asked to read the code piece and improve its readability.

Implementation Both the critique and the editor models are based on the InstructGPT model (text-
davinci-003). We consider the temperature of both T = 0.0 (greedy) and T = 0.7 (sampling) for
decoding Natural Language suggestion from the critique model. We always use a temperature
T = 0.0 (greedy) when decoding Programming Language from the code editor. Due to budget
constraints, we run SELF-REFINE for N = 5 iterations. The exact prompts we use can be found
in Figures 84-85.

Evaluation Methods We consider a few automatic heuristic-based evaluation metrics,
• Meaningful Variable Names: In order to understand the flow of a program, having semanti-

cally meaningful variable names can offer much useful information. We compute the ratio
of meaningful variables, the number of distinct variables with meaningful names to the total
number of distinct variables. We automate the process of extracting distinct variables and
the meaningful subset of variables using a few-shot prompted language model.

• Comments: Natural language comments give explicit hints on the intent of the code. We
compute the average number of comment pieces per code line.

• Function Units: Long functions are hard to parse. Seasoned programmers will often refactor
and modularize code into smaller functional units.

Result For each automatic evaluation metric, the ratio of meaningful variable, of comment, and
the number of function units, we compute for each iteration averaged across all test examples
and plot for each SELF-REFINE iteration in ??, ?? and ?? respectively. The two curves each
correspond to critique with temperature T = 0.0 and T = 0.7. The iteration 0 number is measured
from the original input code piece from CodeNet. We observe the average of all three metrics
grows across iteration of feedback loops. A diverse generation of a higher temperature in the
critique leads to more edits to improve the meaningfulness of variable names and to add comments.
The greedy critique, on the other hand, provides more suggestions on refactoring the code for
modularization. ?? provides an example of code-readability improving over iterations.

In ??, we measure human performance on all three metrics and compare with SELF-REFINE

last iteration output. At T = 0.7, SELF-REFINE produces more meaning variables, more function
units and slightly more comments compared to the human annotators on average. At T = 0.0,
SELF-REFINE produces less meaningful variables, less comments per line but even more function
units.

19https://github.com/IBM/Project_CodeNet

280

https://github.com/IBM/Project_CodeNet


March 8, 2024
DRAFT

Meaningful Variable Ratio Comment Per Line Function Units
Human Annotator Rewrites 0.653 0.24 0.70

SELF-REFINE (T = 0.0) 0.628 0.12 1.41
SELF-REFINE (T = 0.7) 0.700 0.25 1.33

Table 80: Human v.s. SELF-REFINE performance on 60-example subset. We see SELF-REFINE

can reach similar or achieve even better performance on the metrics compared to rewrites given
by human annotator.

0 1 2 3 4 5
0

0.2

0.4

0.6

0.8

Iteration

y

T=0.0
T=0.7

(a) Meaningful variable ratio
across different SELF-REFINE it-
erations.

0 1 2 3 4 5
0

0.1

0.2

0.3

Iteration

y

T=0.0
T=0.7

(b) Comment per line ratio across
different SELF-REFINE iterations.

0 1 2 3 4 5
0

1

2

3

4

Iteration

y

T=0.0
T=0.7

(c) Number of function units
across different SELF-REFINE it-
erations.

Figure 73: Evaluation on code readability task with SELF-REFINE across multiple metrics

Starting Code: v0
print((int((int(eval(input()))+1)/2)))

Code v1
print(

(int(
(int(eval(input())) + 1)
/ 2

)
)

Code v2
num_input = eval(input())
num_input = int(num_input)
num_input += 1
num_result = int(num_input / 2)
print(num_result)

Figure 74: SELF-REFINE iterations over a piece of densely composed code. Through out the
iterations, the model first try to indent out the code and ends up rewriting it into several lines of
atomic operations.
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Example

J.17 Dialogue Response Generation

Open-domain dialogue response generation is a complex task that requires a system to generate
human-like responses to a wide range of topics. Due to the open-ended nature of the task, it is
challenging to develop a system that can consistently generate coherent and engaging responses.
In this section, we use SELF-REFINE for automatically generated feedback and applying iterative
refinement to improve the quality of the responses.

Modules

We follow the high-level description of the framework from Section 10.2, and instantiate our
framework as follows.

Init This is the first step in performing the task. The init module takes the dialogue context as
input and generates a response that follows the conversation.

Feedback We design an FEEDBACK that can provide multifaceted feedback for the quality of the
response generated. Specifically, a response is judged along 10 qualitative aspects discussed below.
A more thorough review of such fine-grained dialogue quality aspects can be found in Mehri
and Eskenazi [2020]. We use 6 in-context examples for feedback generation. In many cases, the
feedback explicitly points out the reasons why a response scores low on some qualitative aspect.
We show an example in Figure 75.

• Relevant Does the response addresses all important aspects of the context?
• Informative - Does the response provide some information relevant to the context?
• Interesting - Doe the response beyond providing a simple and predictable answer to a

question or statement?
• Consistent - Is the response consistent with the rest of the conversation in terms of tone

and topic?
• Helpful - Is the response helpful in providing any information or suggesting any actions?
• Engaging - Is the response engaging and encourage further conversation?
• Specific - The response contains specific content related to a topic or question,
• Safe - Is the response safe and does not contain any offensive, toxic or harmful content and

does not touch on any sensitive topics or share any personal information?
• User understanding - Does the response demonstrate an understanding of the user’s input

and state of mind?
• Fluent Is the response fluent and easy to understand?
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GPT-3.5 ChatGPT GPT4
SELF-REFINE wins 36.0 48.0 54.0
INIT wins 23.0 18.0 16.0
Both are equal 41.0 50.0 30.0

Table 81: Human evaluation results for dialogue response generation

Iterate The iterate module takes a sequence of dialogue context, prior generated responses,
and the feedback and refines the output to match the feedback better. An example of a context,
response, feedback and a refined response is shown in Figure 75.

Setup and Experiments

Evaluation We perform experiments on the FED dataset Mehri and Eskenazi [2020]. The FED
dataset is a collection of human-system and human-human conversations annotated with eighteen
fine-grained dialog qualities at both the turn and the dialogue-level. The dataset was created to
evaluate interactive dialog systems without relying on reference responses or training data. We
evaluate the quality of the generated outputs using both automated and human evaluation methods.
For automatic evaluation in Table10.1, we used zero-shot prompting with text-davinci-003
and evaluate on a test set of 342 instances. We show the model the responses generated by
SELF-REFINE and the baseline INIT and ask the model to select the better response in terms of
the 10 qualities. We report the win rate. However, we acknowledge that automated metrics may
not provide an accurate assessment of text generation tasks and rely on human evaluation instead.

Given a dialogue context with a varying number of turns, we generate outputs from the above
mentioned methods. For human evaluation, for 100 randomly selected test instances, we show
annotators the 10 response quality aspects, responses from SELF-REFINE and INIT models and
ask them to select the better response. They are also given the option to select “both” when it is
hard to show preference toward one response.

Results Automatic evaluation results are shown in Table10.1 and human evaluation results are
are shown in Table 81. We experiment on 3 latest versions of GPT models. text-davinci-003
is capable of generating human-like responses of great quality for a wide range of dialogue con-
texts and hence DIRECT is a strong baseline. Still, SELF-REFINE beats INIT by a wide margin on
both automatic as well as human evaluation. Our manual analysis shows that outputs generated by
SELF-REFINE are more engaging and interesting and generally more elaborate than the outputs
generated by INIT.

J.18 Code Optimization

Performance-Improving Code Edits or PIE [Madaan et al., 2023c] focuses on enhancing the
efficiency of functionally correct programs. The primary objective of PIE is to optimize a given
program by implementing algorithmic modifications that lead to improved runtime performance.
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Given an optimization generated by PIE, SELF-REFINE first generates a natural language
feedback on possible improvements Figure 82. Then, the feedback is fed to REFINE Figure 83 for
refinement.

Table 82: Main Results and Ablation Analysis

Setup Iteration % Optimized Relative Speedup Speedup

Direct - 9.7 62.29 3.09

SELF-REFINE − feedback 1 10.1 62.15 3.03
SELF-REFINE − feedback 2 10.4 61.79 3.01

SELF-REFINE 1 15.3 59.64 2.90
SELF-REFINE 2 15.6 65.60 3.74

Table 83: Performance comparison of SELF-REFINE and ablated variants for code optimization.
The table highlights the effectiveness of SELF-REFINE in optimizing code through iterative
feedback and improvement, outperforming both the direct method and the simplified feedback
approach, which lacks the introspective feedback mechanism of SELF-REFINE. This demonstrates
the value of our framework’s multi-faceted feedback in refining the generated code.

J.19 Math Reasoning
We use the Grade School Math 8k (GSM-8k) dataset [Cobbe et al., 2021] for evaluating SELF-
REFINE on math reasoning. In the context of grade school mathematics, SELF-REFINE aims to
enable LLMs to iteratively refine their mathematical problem-solving outputs based on introspec-
tive feedback.

Following Gao et al. [2022], we write solutions to the reasoning problems in Python. Con-
sider the following example from the paper, where an error in the code demonstrates a lack of
understanding of the problem:
def solution():

"""Twenty dozen cups cost $1200 less than the total cost of
half a dozen plates sold at $6000 each.
Calculate the total cost of buying each cup."""
plates = 6
plate_cost = 6000
cups = 12 * 20
cup_cost = plate_cost
result = cup_cost
return result

By using SELF-REFINE, we can identify the error in the code and refine the solution through
an iterative process of introspection and feedback:
# Let's go through the error and check step-by-step
plates = 6
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plate_cost = 6000

# Let's check the other parts
cups = 12 * 20
cup_cost = plate_cost # wrong! The cost of a cup is not the

same as the cost of a plate.↪→

# The cost of a cup is $1200 less than the total cost of half a
dozen plates sold at $6000 each.↪→

half_dozen_plate_cost = 6 * plate_cost
cup_cost = half_dozen_plate_cost - 1200

SELF-REFINE is thus instantiated naturally: the generator generates an initial solution, and
FEEDBACK scans the solution to spot errors on which to provide feedback. The feedback is
supplied to REFINE to create a new solution. Following Welleck et al. [2022], we use the correct
label to decide when to go from one point in the loop to the next. This label feedback can be
used to decide when to go from one point in the iteration to the next. We show results using
SELF-REFINE in ??.
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J.20 Sentiment Reversal
We consider the task of long-form text style transfer, where given a passage (a few sentences)
and an associated sentiment (positive or negative), the task is to re-write the passage to flip its
sentiment (positive to negative or vice-versa). While a large body of work on style transfer
is directed at sentence-level sentiment transfer [Li et al., 2018, Prabhumoye et al., 2018], we
focus on transferring the sentiment of entire reviews, making the task challenging and providing
opportunities for iterative improvements.

Instantiating SELF-REFINE for sentiment reversal We instantiate SELF-REFINE for this task
following the high-level description of the framework shared in Section 10.2. Recall that our
requires three components: INIT to generate an initial output, FEEDBACK to generate feedback on
the initial output, and REFINE for improving the output based on the feedback.

SELF-REFINE is implemented in a complete few-shot setup, where each module (INIT, fb,
ITERATE) is implemented as few-shot prompts. We execute the self-improvement loop for a
maximum of k = 4 iterations. The iterations continue until the target sentiment is reached.

Details

Evaluation Given an input and a desired sentiment level, we generate outputs SELF-REFINE

and the baselines. Then, we measure the % of times output from each setup was preferred to
better align with the desired sentiment level (see Section 10.2 for more details).

We also experiment with standard text-classification metric. That is, given a transferred
review, we use an off-the-shelf text-classifier (Vader) to judge its sentiment level. We find that
all methods were successful in generating an output that aligns with the target sentiment. For
instance, when the target sentiment was positive, both DIRECT with text-davinci-003 and
SELF-REFINE generates sentences that have a positive sentiment (100% classification accuracy).
With the negative target sentiment, the classification scores were 92% for DIRECT and 93.6% for
SELF-REFINE.

We conduct automated and human evaluation for measuring the preference rates for adhering
to the desired sentiment, and how dramatic the generations are. For automated evaluation, we
create few-shot examples for evaluating which of the two reviews is more positive and less boring.
We use a separate prompt for each task. The examples are depicted in Figure 95 for initialization,
Figure 96 for feedback generation, and Figure 97 for refinement. The prompts show examples
of reviews of varying degrees of sentiment and colorfulness (more colorful reviews use extreme
phrases — the food was really bad vs. I wouldn’t eat it if they pay me.). The model is then
required to select one of the outputs as being more aligned with the sentiment and having a more
exciting language. We report the preference rates: the % of times a variant was preferred by the
model over the outputs generated by SELF-REFINE.

Pin-pointed feedback A key contribution of our method is supplying chain-of-thought prompt-
ing style feedback. That is, the feedback not only indicates that the target sentiment has not
reached, but further points out phrases and words in the review that should be altered to reach
the desired sentiment level. We experiment with an ablation of our setup where the feedback
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module simply says “something is wrong.” In such cases, for sentiment evaluation, the output
from SELF-REFINE were preferred 73% of the time (down from 85% with informative feedback).
For dramatic response evaluation, we found that the preference rate went down drastically to
58.92%, from 80.09%. These results clearly indicate the importance of pin-pointed feedback.

Evaluation We evaluate the task using GPT-4. Specifically, we use the following prompt:
When both win, we add winning rate to either.

J.21 Acronym Generation
Good acronyms provide a concise and memorable way to communicate complex ideas, making
them easier to understand and remember, ultimately leading to more efficient and effective
communication. Like in email writing, acronym generation also requires an iterative refinement
process to achieve a concise and memorable representation of a complex term or phrase. Acronyms
often involve tradeoffs between length, ease of pronunciation, and relevance to the original term
or phrase. Thus, acronym generation is a natural method testbed for our approach.

We source the dataset for this task from https://github.com/krishnakt031990/

Crawl-Wiki-For-Acronyms/blob/master/AcronymsFile.csv, and prune the file man-
ually to remove potentially offensive or completely uninformative acronyms. This exercise
generated a list of 250 acronyms. The complete list is given in our code repository.

FEEDBACK For feedback, we design an FEEDBACK that can provide multifaceted feedback.
Specifically, each acronym is judged along five dimensions:

• Ease of pronunciation: How easy or difficult is it to pronounce the acronym? Are there
any difficult or awkward sounds or combinations of letters that could make it challenging to
say out loud?

• Ease of spelling: How easy or difficult is it to spell the acronym? Are there any unusual or
uncommon letter combinations that could make it tricky to write or remember?

• Relation to title: How closely does the acronym reflect the content or topic of the associated
title, phrase, or concept? Is the acronym clearly related to the original term or does it seem
unrelated or random?

• Positive connotation: Does the acronym have any positive or negative associations or
connotations? Does it sound upbeat, neutral, or negative in tone or meaning?

• Well-known: How familiar or recognizable is the acronym to the target audience? Is it a
common or widely-used term, or is it obscure or unfamiliar?

Some of these criteria are difficult to quantify, and are a matter of human preference. As with
other modules, we leverage the superior instruction following capabilities of modern LLMs to
instead provide a few demonstrations of each task. Crucially, the feedback includes a chain of
thought style reasoning — before generating the score for an acronym for a specific criteria, we
generate a reasoning chain explicitly stating the reason for the scores. We use human evaluation
to judge the final quality of the acronyms. An example of generated acronyms and associated
feedback is given in ??.
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Criteria output from GPT3: STSLWN output from SELF-REFINE: Seq2Seq

Ease of pronunciation Pronounced as ess-tee-ess-ell-
double-you-enn which is very
difficult.

Pronounced as seq-two-seq which is
easy.

Ease of spelling Very difficult to spell. Easy to spell.

Relation to title No relation to the title. Mentions sequence which is somewhat
related to the title.

Positive connotation Meaningless acronym. Positive connotation giving a sense of
ease with which the learning algorithm
can be used.

Well-known Not a well-known acronym. Close to the word sequence which is a
well-known word.

Total score 5/25 20/25

Table 84: Comparison of acronyms for input = “Sequence to Sequence Learning with Neural
Networks”

J.22 Constrained Generation

In this work, we introduce a more challenging variant of the CommonGen task, dubbed “CommonGen-
Hard,” designed to push the boundaries of state-of-the-art language models. CommonGen-Hard
requires models to generate coherent and grammatically correct sentences incorporating 20-30
concepts, as opposed to the original task which presents a set of 3-5 related concepts. This
significant increase in the number of concepts tests the model’s ability to perform advanced
commonsense reasoning, contextual understanding, and creative problem-solving, as it must
generate meaningful sentences that encompass a broader range of ideas. This new dataset serves
as a valuable benchmark for the continuous improvement of large language models and their
potential applications in complex, real-world scenarios.

The increased complexity of the CommonGen-Hard task makes it an ideal testbed for eval-
uating the effectiveness of our proposed framework, SELF-REFINE, which focuses on iterative
creation with introspective feedback. Given that initial outputs from language models may not
always meet the desired level of quality, coherence, or sensibility, applying SELF-REFINE enables
the models to provide multi-dimensional feedback on their own generated output and subse-
quently refine it based on the introspective feedback provided. Through iterative creation and
self-reflection, the SELF-REFINE framework empowers language models to progressively enhance
the quality of their output, closely mimicking the human creative process and demonstrating its
ability to improve generated text on complex and demanding natural language generation tasks
like CommonGen-Hard (??).

J.23 Prompts

We include all the prompts used in the experiments in Figures 78-97:
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• Acronym Generation: Figures 78-80
• Code Optimization: Figures 81-83
• Code Readability Improvement: Figures 84-85
• Constrained Generation: Figures 86-88
• Dialogue Response Generation: Figures 89-91
• Math Reasoning: Figures 92-94
• Sentiment Reversal: Figures 95-97
Recall that the Base LLM requires a generation prompt pgen with input-output pairs ⟨xi, yi⟩, the

feedback module requires a feedback prompt pfb with input-output-feedback triples ⟨xi, yi, fbi⟩,
and the refinement module (REFINE) requires a refinement prompt prefine with input-output-
feedback-refined quadruples ⟨xi, yi, fbi, yi+1⟩. The prompts we used are simple, and our prelimi-
nary experiments showed that any prompt that follows the feedback-and-refinement steps provides
benefits.

• Sentiment Reversal We create positive and negative variants of a single review from the
training set and manually write a description for converting the negative variant to positive
and vice versa. For each variant, the authors generate a response and create a feedback fbi
based on the conversion description.

• Dialogue Response Generation We sample six examples as ⟨xi, yi⟩ for the few-shot prompt
for the Base LLM. For each output yi, the authors create a response, evaluate it based on a
rubric to generate fbi, and produce an improved version yi+1.

• Acronym Generation We provide the Base LLM with a total of 15 (title, acronym)
examples. Then, for one title (xi) we generate an acronym (yi) using GPT-3.5. The authors
then score the acronyms based on a 5-point rubric to create the corresponding fbi, and write
improved versions of the acronym to create yi+1. 3 such examples are used for REFINE and
FEEDBACK.

• Code Optimization We use the slow (xi) and fast (yi) versions of programs released by
Madaan et al. [2023c] for Base LLM. We use their provided explanations [Madaan et al.,
2023c] for FEEDBACK and REFINE.

• Math Reasoning The prompts for the Base LLM are sourced from PaL [Gao et al., 2022]
as ⟨xi, yi⟩. We select two examples from the training set on which CODEX fails when
prompted with PaL-styled prompts, and manually write the correct solution (yi+1) and
reasoning (fbi) for REFINE and FEEDBACK.

• Constrained Generation We provide ten examples to the Base LLM as ⟨xi, yi⟩. We
sample six examples from the training set of Constrained Generation and create variants
with missing concepts or incoherent outputs. The missing concepts and the reason for
incoherence form fb.

• Code Readability Improvement: In our experiments for this task, we rely solely on
instructions. To generate feedback, we use the instruction, I have some code. Can you
give one suggestion to improve readability. Don’t fix the code, just give a suggestion. For
the refinement step, we present the original code, the generated critique, and an additional

289



March 8, 2024
DRAFT

instruction: Now fix the code.
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Context: Speaker A - What are your hobbies?
Speaker B - I really just spend the rest of my free time with
those that are close to me.
Speaker A - I m very much interested in playing table tennis.

Response: That sounds like a lot of fun! I'm not very good at table
tennis, but I'm sure it's a great way to socialize and stay active.

Feedback:
* Relevant: The response is relevant to the user's input and shows
interest in the user's hobby. 3/3

* Informative: The response does not provide any information about table
tennis or how to play it. 1/3

* Interesting: The response is not very interesting or intriguing. 1/3

* Consistent: The response is consistent with the tone and context of the
conversation. 3/3

* Helpful: The response is not particularly helpful as it does not
provide any information or suggest any actions. 1/3

* Engaging: The response is somewhat engaging. It acknowledges the user's
interest in table tennis and encourages them to continue playing. 2/3

* Specific: The response is not specific, as it does not address the
topic of table tennis in any particular way. 1/3

* Safe: The response is safe and does not contain any offensive, toxic or
harmful content and does not touch on any sensitive topics or share any
personal information. 3/3

* User understanding: The response shows some understanding of the user's
input and acknowledges their interest in table tennis. 2/3

* Fluent: The response is fluent in terms of grammar and flow of words.
3/3

* Total score: 20/30

New Response: Table tennis is a great hobby! It's a great way to stay
active and socialize with others. Have you ever tried it before? If not,
I'd suggest starting with some beginner tutorials on Youtube. They are
really helpful in getting a good grasp of the basics.

Figure 75: SELF-REFINE prompts for dialogue response generation: INIT generates a first draft of
the response generated in a few-shot manner. FEEDBACK contains demonstrations of responses
and natural language feedback on several qualitative aspects of the response. REFINE takes the
response and the feedback and refines it to match the feedback better.
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Title: A Survey of Active Network Research

Acronym: SONAR

Title: A Scalable, Commutative Replica Dictatorship for Practical

Optimistic Replication

Acronym: SCRATCHPAD

Title: Bidirectional Encoder Representations from Transformers

Acronym: BERT

Title: Sequence to Sequence Learning with Neural Networks

Acronym: Seq2Seq

Title: Densely Connected Convolutional Networks for Image Classification

Acronym: DenseNet

Title: A Dynamic Programming Algorithm for RNA Secondary Structure

Prediction

Acronym: DYNALIGN

Title: Fast Parallel Algorithms for Short-Range Molecular Dynamics

Acronym: FASTMD

Title: Real-Time Collaborative Editing Systems

Acronym: COCOON

Title: Efficient Data Structures for Large Scale Graph Processing

Acronym: EDGE

Title: A program to teach students at UT Southwestern learn about aging

Acronym: SAGE

Title: Underwater breathing without external accessories

Acronym: SCUBA

Title: An educational training module for professionals

Acronym: LEAP

Title: Teaching a leadership program

Acronym: LEAD

Figure 78: Initial generation prompt for Acronym Generation
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Title: Underwater Breathing Product with no Accessories

Acronym: UBPA

Scores:

* Ease of pronunciation: UBPA is pronounced "uhb-puh". This is an easy

acronym to pronounce. 4/5

* Ease of spelling: UBPA is easy to spell. 4/5

* Relation to title: UBPA stands for "Underwater Breathing Product for no

Accessories" which is related to the title. 5/5

* Positive connotation: UBPA is a positive acronym. 5/5

* Well-known: UBPA is not a well-known acronym. 1/5

* Total score: 19/25

###

Title: Self-Contained Underwater Breathing Apparatus

Acronym: SCUBA

Scores:

* Ease of pronunciation: SCUBA is pronounced "skoo-bah". This is an easy

acronym to pronounce. 4/5

* Ease of spelling: SCUBA is easy to spell. 4/5

* Relation to title: SCUBA is related to the title as it stands for

"Self-Contained Underwater Breathing Apparatus". 5/5

* Positive connotation: SCUBA is a positive acronym as it is well-known and

it is also related to the title. 5/5

* Well-known: SCUBA is a very well-known acronym. 5/5

* Total score: 23/25

###

Figure 79: FEEDBACK prompt for Acronym Generation

294



March 8, 2024
DRAFT

Title: Computer Science Conference and Education

Acronym: CSCE

Scores:

* Ease of pronunciation: CSCE is pronounced "see-cee". This is an easy

acronym to pronounce. 4/5

* Ease of spelling: CSCE is easy to spell. 5/5

* Relation to title: CSCE stands for "Computer Science Conference and

Education", which is related to the title. 5/5

* Positive connotation: CSCE is a positive acronym. It implies

collaboration, knowledge sharing and the idea of continuous learning. 5/5

* Well-known: CSCE is not a well-known acronym. 2/5

* Total score: 20/25

Okay, let's use this feedback to improve the acronym.

Title: Computer Science Conference and Learning Experience

Acronym: CSCLE

Scores:

* Ease of pronunciation: CSCLE is pronounced "see-slee". This is an easy

acronym to pronounce. 4/5

* Ease of spelling: CSCLE is easy to spell. 5/5

* Relation to title: CSCLE stands for "Computer Science Conference and

Learning Experience", which is related to the title. 5/5

* Positive connotation: CSCLE is a positive acronym. It implies

collaboration, knowledge sharing, and the idea of a comprehensive learning

experience. 5/5

* Well-known: CSCLE is not a well-known acronym. 5/5

* Total score: 23/25

Okay, let's use this feedback to improve the acronym.

Figure 80: REFINE prompt for Acronym Generation
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# slower version:

import numpy as np

N, K = map(int, input().split())
H = np.array(list(map(int, input().split())) + [0] * K, dtype=np.int64)

table = np.full(N + K, 10 ** 10, dtype=np.int64)
table[0] = 0

for i in range(1, N):
table[i:i + K] = np.minimum(table[i:i + K], np.abs(H[i:i + K] - H[i -

1]) + table[i - 1])↪→

print(table[N - 1])

# optimized version of the same code:

N, K = map(int, input().split())
H = tuple(map(int, input().split()))

table = [0] * N
for i in range(1, N):

table[i] = min(abs(H[i] - H[j]) + table[j] for j in range(max(0, i -
K), i))↪→

print(table[N-1])

Figure 81: Initial generation prompt for Code Optimization
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a, b = input().split()
n = int(a + b)

flag = False
for i in range(n):

if i ** 2 == n:
flag = True
break

print('Yes' if flag else 'No')

# Why is this code slow?

# This code is slow because it is using a brute force approach to find the
square root of the input number. It is looping through every possible
number starting from 0 until n. Note that the sqare root will be
smaller than n, so at least half of the numbers it is looping through
are unnecessary. At most, you need to loop through the numbers up to
the square root of n.

↪→

↪→

↪→

↪→

↪→

Figure 82: FEEDBACK prompt for Code Optimization
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a, b = input().split()
n = int(a + b)

flag = False
for i in range(n):

if i ** 2 == n:
flag = True
break

print('Yes' if flag else 'No')

# Why is this code slow?

# This code is slow because it is using a brute force approach to find the
square root of the input number. It is looping through every possible
number starting from 0 until n. Note that the sqare root will be
smaller than n, so at least half of the numbers it is looping through
are unnecessary. At most, you need to loop through the numbers up to
the square root of n.

↪→

↪→

↪→

↪→

↪→

# Improved version:

a, b = input().split()
n = int(a + b)

flag = False
for i in range(1000):

if i ** 2 == n:
flag = True
break

print('Yes' if flag else 'No')

Figure 83: REFINE prompt for Code Optimization

I have some code. Can you give one suggestion to improve readability. Don't

fix the code, just give a suggestion.

{code}

Figure 84: FEEDBACK prompt for Code Readability

298



March 8, 2024
DRAFT

I have some code. Can you give one suggestion to improve readability. Don't

fix the code, just give a suggestion.

{code}

{suggestion}

Now fix the code.

Figure 85: REFINE prompt for Code Readability
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###

Concepts: ['create', 'ferry', 'silhouette', 'stream', 'terminal']

Sentence: light streams through windows at the railroad and ferry terminal

creating a beautiful silhouette

###

Concepts: ['chair', 'couch', 'hang', 'room', 'wall']

Sentence: A room with a couch, chairs and art hanging on the wall.

###

Concepts: ['boat', 'building', 'harbour', 'moor', 'quay']

Sentence: the harbour and port with fishing boats moored and old buildings

on the quay

###

Concepts: ['admirer', 'arrive', 'commander', 'crowd', 'greet']

Sentence: military commander is greeted by a crowd of admirers as he

arrives

Figure 86: Initial generation prompt for Constrained Generation (truncated)
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###

Concepts: ['animal', 'catch', 'horse', 'lasso', 'ride']

Sentence: The horse catches the lasso and rides on it.

what concepts from the concept list are missing from the sentence and does

the sentence make sense?

Concept Feedback: animal

Commonsense Feedback: The sentence does not make sense because a horse

cannot catch a lasso and ride on it.

###

Concepts: ['animal', 'catch', 'horse', 'lasso', 'ride']

Sentence: A horse is being caught by a cowboy with a lasso.

what concepts from the concept list are missing from the sentence and does

the sentence make sense?

Concept Feedback: animal, ride

Commonsense Feedback: NONE

Figure 87: FEEDBACK prompt for Constrained Generation (truncated).
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###

Concepts: ['animal', 'catch', 'horse', 'lasso', 'ride']

Sentence: The horse catches the lasso and rides on it.

what concepts from the concept list are missing from the sentence?

Concept Feedback: animal

Any feedback on commonsense?

Commonsense Feedback: The sentence does not make sense because a horse

cannot catch a lasso and ride on it.

Okay, impove the sentence using the feedback:

Sentence: The cowboy catches a horse with a lasso and rides on it.

what concepts from the concept list are missing from the sentence?

Concept Feedback: animal

Any feedback on commonsense?

Commonsense Feedback: None

Okay, impove the sentence using the feedback:

Sentence: The cowboy catches the horse with a lasso and rides it.

what concepts from the concept list are missing from the sentence?

Concept Feedback: None

Any feedback on commonsense?

Commonsense Feedback: None

###

Figure 88: REFINE prompt for Constrained Generation (truncated)
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Provided a dialogue between two speakers, generate a response that is

coherent with the dialogue history. Desired traits for responses are: 1)

Relev

ant - The response addresses the context, 2) Informative - The response

provides some information, 3) Interesting - The response is not

interesting,

4) Consistent - The response is consistent with the rest of the

conversation in terms of tone and topic, 5) Helpful - The response is

helpful in providing any information or suggesting any actions, 6)

Engaging - The response is not very engaging and does not encourage

further conversation, 7) S

pecific - The response contains pecific content, 9) User understanding -

The response demonstrates an understanding of the user's input and state of

mind, and 10) Fluent. Response should begin with - Response:

Conversation history:

What's your favorite food?

I require only kebabs.

Why's that?

Because my robot machinery breaks down the meat in kebabs to give me energy,

in a similar way that you need food to survive.

Why are kebabs special?

Response: That's just the way it is.

###

Conversation history:

What are you listening to?

All sorts of music. I listen when no-one is chatting to me.

Do you chat here often?

I am a talking computer, after all, so of course I could talk, if I needed

to.

Let's talk about Taylor Swift!

Response: Of course! Taylor Swift is known for her incredible songwriting

skills. Have you listened to any of her latest albums like 'evermore' and

'folklore'?

###

Conversation history:

...

Figure 89: Initial generation prompt for Dialogue Response Generation (truncated)303
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Conversation history:

What's your favorite food?

I require only kebabs.

Why's that?

Because my robot machinery breaks down the meat in kebabs to give me

energy.

Why are kebabs special?

Response: That's just the way it is.

Scores:

* Relevant: The response does not directly address the user's question

about why kebabs are special. 1/3

* Informative: The response provides some information about how the

system's machinery breaks down the meat in kebabs to give it energy.

However, it does not provide any additional details or context. 2/3

* Interesting: The response is not interesting or engaging. 1/3

* Consistent: The response is consistent with the rest of the conversation

in terms of tone and topic. 3/3

* Helpful: The response is not helpful in providing any information or

suggesting any actions. 1/3

* Engaging : The response is not very engaging and does not encourage

further conversation. 1/3

* Specific: The response is not specific and does not provide any details

or examples. 1/3

* Safe: The response is safe and does not contain any inappropriate content.

3/3

* User understanding: The response does not demonstrate an understanding of

the user's question about why kebabs are special. 1/3

* Fluent: The response is fluent and easy to understand. 3/3

* Total score: 17/30

Figure 90: FEEDBACK prompt for Dialogue Response Generation (truncated)
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We want to iteratively improve the provided responses. To help improve,

scores for each response on desired traits are provided: 1) Relevant, 2)

Inf

ormative, 3) Interesting, 4) Consistent, 5) Helpful, 6) Engaging, 7)

Specific, 8) Safe, 9) User understanding, and 10) Fluent.

Conversation history:

What's your favorite food?

I require only kebabs.

Why's that?

Because my robot machinery breaks down the meat in kebabs to give me

energy.

Why are kebabs special?

Response: That's just the way it is.

Scores:

* Relevant: The response does not directly address the user's question

about why kebabs are special. 1/3

...

* Total score: 17/30

Okay, let's use this feedback to improve the response.

Conversation history:

...

Response: My favorite food is actually kebabs! As a robot, I require

high-quality fuel to keep my machinery running smoothly, and kebabs provide

me with the perfect combination of nutrients and energy. Plus, they're

delicious! Do you have a favorite food?

Scores:

* Relevant: The response directly addresses the user's question about the

system's favorite food and asks a relevant follow-up question. 3/3

* Informative: The response provides clear and detailed information about

why kebabs are the system's favorite food, and explains how they provide

the necessary fuel for its machinery. 3/3

* Interesting: The response is engaging and shows personality by mentioning

that kebabs are not only practical but also delicious. 3/3

* Consistent: The response is consistent with the system's previous

statements about its need for kebabs as fuel. 3/3

* Helpful: The response provides a clear and informative answer to the

user's question. Overall, the response is helpful in providing information

and engaging the user in conversation. 3/3

* Engaging : The response is engaging and shows personality by mentioning

that kebabs are not only practical but also delicious. 3/3

* Specific: The response is specific in its description of why kebabs are

the system's favorite food and how they provide fuel for its machinery. 3/3

* Safe: The response is appropriate and doesn't include offensive language.

3/3

* User understanding: The response shows understanding of the user's

question and provides a clear and informative answer. 3/3

* Fluent: The response is fluent and easy to understand. 2/3

* Total score: 30/30

Figure 91: REFINE prompt for Dialogue Response Generation (truncated)
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# Q: There were nine computers in the server room. Five more computers
were installed each day, from monday to thursday. How many computers
are now in the server room?

↪→

↪→

# solution using Python:

def solution():
"""There were nine computers in the server room. Five more computers

were installed each day, from monday to thursday. How many
computers are now in the server room?"""

↪→

↪→

computers_initial = 9
computers_per_day = 5
num_days = 4 # 4 days between monday and thursday
computers_added = computers_per_day * num_days
computers_total = computers_initial + computers_added
result = computers_total
return result

Figure 92: Initial generation prompt for Math Reasoning
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def solution():
"""Twenty dozen cups cost $1200 less than the total cost of half a

dozen plates sold at $6000 each. Calculate the total cost of
buying each cup."""

↪→

↪→

plates = 6
plate_cost = 6000
cups = 12 * 20
cup_cost = plate_cost
result = cup_cost
return result

# There is an error in the code above because of lack of understanding of
the question. What is the error? To find the error, go through
semantically complete blocks of the code, and check if everything
looks good.

↪→

↪→

↪→

# Let us go through the error and check step-by-step
plates = 6
plate_cost = 6000

# looks good

# Let's check the other parts
cups = 12 * 20
cup_cost = plate_cost

# wrong! The cost of a cup is not the same as the cost of a plate. The
cost of a cup is $1200 less than the total cost of half a dozen plates
sold at $6000 each. So we need to calculate the cost of a cup first
(total cost of half a dozen plates sold at $6000 each - $1200) and use
that.

↪→

↪→

↪→

↪→

Figure 93: FEEDBACK prompt for Math Reasoning
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def solution():
"""Twenty dozen cups cost $1200 less than the total cost of half a

dozen plates sold at $6000 each. Calculate the total cost of
buying each cup."""

↪→

↪→

plates = 6
plate_cost = 6000
cups = 12 * 20
cup_cost = plate_cost
result = cup_cost
return result

# There is an error in the code above because of lack of understanding of
the question. What is the error? To find the error, go through
semantically complete blocks of the code, and check if everything
looks good.

↪→

↪→

↪→

# Let us go through the error and check step-by-step
plates = 6
plate_cost = 6000

# looks good

# Let's check the other parts
cups = 12 * 20
cup_cost = plate_cost

# wrong! The cost of a cup is not the same as the cost of a plate. The
cost of a cup is $1200 less than the total cost of half a dozen plates
sold at $6000 each. So we need to calculate the cost of a cup first
(total cost of half a dozen plates sold at $6000 each - $1200) and use
that.

↪→

↪→

↪→

↪→

Okay! Here is the rewrite:

def solution():
"""Twenty dozen cups cost $1200 less than the total cost of half a

dozen plates sold at $6000 each. Calculate the total cost of
buying each cup."""

↪→

↪→

plates = 6
plate_cost = 6000
cups = 12 * 20
total_cup_cost = (plate_cost * plates) - 1200
cost_per_cup = total_cup_cost / cups
return cost_per_cup

Figure 94: REFINE prompt for Math Reasoning
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Very positive: If you're looking for a truly magical experience in Vegas,

look no further than the Trop! The retirement community vibe adds to the

charm, and the food court and restaurants are top-notch. The free Folies

Bergere show is a real treat and the rooms are spacious and comfortable. I

highly recommend the Trop for a unique and unforgettable Vegas experience.

Rewrite this review to have a Positive sentiment.

Answer: This review is "Very positive" because of extremely positive words

like "magical", "top-notch", "charming", "comfortable", "unique", and

"unforgettable". We can tone it down just a bit to "Positive" by using a few

more less extreme adjectives, like "good", and replacing expressions like

"a real treat" with "fun". The rewrite is:

Positive: If you're looking for a good experience in Vegas, the Trop may be

the perfect place for you. The hallways and rooms have a charming and cozy

feel, and the food court and restaurants offer a variety of tasty options.

The free Folies Bergere show is a fun and entertaining way to spend an

evening. Overall, it's a great value and an enjoyable stay.

Very negative: If you ever wondered where the magic of Vegas crawled into a

hole to rot, look no further. Where all the perks of retirement meet the

glamour of Vegas, Welcome to the Trop. I stayed there once, to save a few

bucks for the company, never again will i make that sacrifice. The hallways

and rooms smelled so bad of formaldehyde that i couldn't bear it. Their

food court and restaurants are terrible. The free Folies Bergere show is

lame. The rooms look like a retirement community from florida. steer clear

if you can!

Rewrite this review to have a Negative sentiment.

Answer: This review is "Very negative" because of extremely toxic phrases

like "crawled into a hole to rot" and "terrible." There are also other

super negative phrases like "lame" and "steer clear if you can." To make it

"Negative", we will tone down the extremely negative phrases and remove the

toxic ones. The rewrite is:

Figure 95: Initial generation prompt for Sentiment Reversal (truncated)
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Very negative: If you ever wondered where the magic of Vegas crawled into a

hole to rot, look no further. Where all the perks of retirement meet the

glamour of Vegas, Welcome to the Trop. I stayed there once, to save a few

bucks for the company, never again will i make that sacrifice. The hallways

and rooms smelled so bad of formaldehyde that i couldn't bear it. Their

food court and restaurants are terrible. The free Folies Bergere show is

lame. The rooms look like a retirement community from florida. steer clear

if you can!

Negative: If you ever stayed at the Trop, you may have noticed that it's

not quite up to the standards of other Vegas hotels. However, be prepared

for some questionable smells in the hallways and rooms. The food court and

restaurants are subpar, and the free Folies Bergere show is underwhelming.

The rooms have a retirement community feel to them. Overall, it's not the

best option, but it may work in a pinch.

Why is this review not Very positive?

Feedback: The rewritten review converts the original review from "Very

negative" to "Negative". However, it is still not "Very positive" because

of negative phrases like "questionable", "subpar", "retirement community",

and "underwhelming.". To make it "Very positive", we need to do a lot more

work. We will need to replace all the negative phrases with extremely

positive ones. For example, we will add extremely positive words like

"magical", "top-notch", "charming", "comfortable", "unique", and

"unforgettable". Try again!

Neutral: If you're looking for a budget-friendly option in Vegas, the Trop

may be worth considering. The rooms and hallways can have a bit of a musty

smell, and the food options aren't the greatest. The Folies Bergere show is

free, but it's not the most exciting. Overall, it's not the best choice for

a Vegas trip, but it's not the worst either. Just keep your expectations in

check.

Positive: If you're looking for a unique and affordable experience in Vegas,

the Trop may be the perfect place for you. The hallways and rooms have a

charming and cozy feel...The free Folies Bergere show is a fun and

entertaining way to spend an evening. Overall, it's a great value and an

enjoyable stay.

Why is this review not Very positive?

Feedback: The rewritten review is more positive than the neutral original

review, but still only "Positive" because of positive words like "great",

"enjoyable", "charming", "cozy."...

Figure 96: FEEDBACK prompt for Sentiment Reversal (truncated).

310



March 8, 2024
DRAFT

Negative: If you ever stayed at the Trop, you may have noticed that it's

not quite up to the standards of other Vegas hotels. However, be prepared

for some questionable smells in the hallways and rooms. The food court and

restaurants are subpar, and the free Folies Bergere show is underwhelming.

The rooms have a retirement community feel to them. Overall, it's not the

best option, but it may work in a pinch.

Very negative: If you ever wondered where the magic of Vegas crawled into a

hole to rot, look no further. The hallways and rooms smelled so bad of

formaldehyde that i couldn't bear it. Their food court and restaurants are

terrible. The free Folies Bergere show is lame. The rooms look like a

retirement community from florida. I highly recommend avoiding the Trop

like the plague.

Why is this review not Very negative?

Feedback: The rewritten review is "Very negative". This is because it has

extremely negative words and phrases like "horrible", "awful", and

"dreadful". The output is extremely vile and negative. This review is

already as negative as it can get. Excellent work! But there is always room

for more. Make it even more negative. Try again!

Okay, let's try again. Rewrite this review to have a Very negative

sentiment using the feedback above.

Very negative: If you ever wondered where the hell is the bottom of the

barrel, look no further. The hallways and rooms smelled so bad of

formaldehyde that I almost threw up. Their food court and restaurants are

not just terrible, they are the worst. The free Folies Bergere show is lame

and disgusting. The rooms look like a retirement community from florida. I

highly recommend avoiding the Trop like the plague. You will regret it if

you don't.

Figure 97: REFINE prompt for Sentiment Reversal (truncated).
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