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Motivation

Web Search is a quest for Structure

The open web is huge, 1.8 billion indexed web pages1, but
unstructured

The knowledge is scattered around in pieces

A user needs to carve the structure out of the web

1As of 31st March 2014
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......

“Words that you use when you are doing the search, well they aren’t
just words, they refer to real things in the world“

— Jack Menzel, Product Management Director, Google Knowledge Graph
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Structuring the web

Structuring the web : A web page is more than just a bundle of
strings

Learn what the text is all about

Go beyond web of strings to the web of entities

“Albert Einstein”

Beyond the tricks like finding pages having the String “Albert
Einstein”, pages which link to pages having the String “Albert

Einstein”
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Words are not just words
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Figure: Albert Einstein

Born : 1879,
Germany

Died : 1955, US
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Words are not just words
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Figure: Albert Einstein

Born : 1879,
Germany

Died : 1955, US

”Entities” like Albert
Einstein

Born : Issac Newton

Died : Stephen
Hawking
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Knowledge Bases

Want to make the web smarter by understanding the content

What Entities? Which Relations?

Encyclopedia that a Computer can understand

A standard reference set of entities, relations, type hierarchies

Wordnet The maiden knowledge base, has clean type system but
limited entity base

Wikipedia Huge, crowd sourced, but extremely loose and vague type
systems

Several knowledge bases have emerged as middle ground
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Freebase
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Freebase

Freebase relies on crowd sourcing for creation of a rich but clean
knowledge base

The development of Freebase follows the same chain as Wikipedia,
with users flagging issues, and cleaning and augmenting information

Freebase also provides access to itself using web APIs.
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Knowledge Bases : Not there yet

None of the knowledge bases provides entity priors of any kind

Co-occurrence statistics are also missing

These pieces of information are really crucial for a number of tasks
related like querying knowledge graphs.

We motivate the need for such statistics after reviewing named entity
disambiguation techniques.
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Seminar Outline

Figure: Seminar OutlineAman Madaan (IITB) Occurrence statistics of entities on the web May 2nd, 2014 14 / 85
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Named Entity Disambiguation

.
Definition
..

......

NED aims to map mentions of ambiguous names in natural language onto
a set of known entities (e.g. YAGO or DBpedia).a

aFrom (Efficient Entity Disambiguation via Similarity Hashing)
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Running Example

Figure: The Problem Of Named Entity Disambiguation
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Recognition and Tagging : Two step problem

Michael Jordan is a Professor at Berkeley
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Recognition and Tagging : Two step problem

Michael Jordan is a Professor at Berkeley

Step 1 : Identify entities

Michael Jordan PERSON is a professor at Berkeley INSTITUTION
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Recognition and tagging : Two step problem

Michael Jordan is a Professor at Berkeley

Step 1 : Identify entities

Michael Jordan PERSON is a professor at Berkeley INSTITUTION

Step 2 : Link entities to knowledge bases :

Michael Jordan ENTITY
(http://en.wikipedia.org/wiki/Michael_I._Jordan) is a
professor at Berkeley ENTITY (http://en.wikipedia.org/wiki/
University_of_California,_Berkeley)
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. . . . . .

NER : Problem Statement

.
Definition (Named entity recognitiona)

afrom 4
..

......

Named-entity recognition (NER) (also known as entity identification and
entity extraction) is a subtask of information extraction that seeks to
locate and classify atomic elements in text into predefined categories such
as the names of persons, organizations, locations, expressions of times,
quantities, monetary values, percentages, etc.
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NER : Solutions

2

2from 3
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NER as a sequence labeling problem

Observation sequence : Text

State sequence : Labeling of the sequence with elements in (PER,
LOC, ORG) etc.

Find argmaxSP(S |O)

Candidates : HMM, MEMM, CRF
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NER as a sequence labeling problem

HMM
Generative
Makes strong independence assumption
Myopic (Refer to label bias problem in William Cohen’s Survey)

MEMM
Discriminative
No independence assumptions are made, by formulation
Allows the use of feature functions
Myopic

CRF
Discriminative
MEMM + non myopic, avoids local normalization
Talks of “compatibility”, not independence (CS 728)
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Named Entity Disambiguation : Outline

Techniques

Local Disambiguation

Collective Disambiguation

Robust Disambiguation of Named Entities

Quick Demo
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Local Disambiguation

Resolve each mention oblivious to the other disambiguations

Need to disambiguate a mention by collecting the local evidences

Evidences POS tags, gender information, dictionary lookup

Local We cannot use the disambiguation information for any of the
other entities for solving the problem

Techniques

Machine Learning Based
Rule Based
Recent Rule based
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Local Disambiguation : Rule Based

Stems from the classical problem of word sense disambiguation

Example : Lesk’s Algorithm

.
Lesk’s Algorithm
..

......

For each mention, pick the candidate sense for which there is maximum
overlap in the gloss (definition) of the candidate and the context

Note that the possible mentions are those that are identified by the
named entity recognizer
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Local Disambiguation : Rule Based (Example)

Consider the same example

Figure: Disambiguating “Page“

Disambiguating “Page”
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Local Disambiguation : Rule Based (Example)

Jimmy Page3 James Patrick ”Jimmy” Page, OBE (born 9 January
1944) is an English musician, songwriter and record producer who
achieved international success as the guitar player and leader of the
rock band Led Zeppelin.

Larry Page4 Lawrence ”Larry” Page[2] (born March 26, 1973) is an
American Business magnate and computer scientist who is the
co-founder of Google, alongside Sergey Brin. On April 4, 2011, Page
succeeded Eric Schmidt as the chief executive officer of Google.[3][4]
As of 2014, Page’s personal wealth is estimated to be US$32.3 billion,
ranking him #19 on the Forbes list of billionaires.[1]

Context played kashmir at Knebworth, his Les paul was uniquely
tuned

Pick the candidate that is most likely given the context

3First para of the Wikipedia Entry
4First para of the Wikipedia Entry
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Local Disambiguation : Rule based : Drawbacks

Context can be misleading Amazon saw a flood of visitors

Context can be insufficient (or even absent!)

Rule based disambiguation has made a comeback with AIDA

ML based local disambiguation to come
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Collective Annotation of WikiPedia Entities in Web Text

Sayali Kulkarni, Amit Singh, Ganesh Ramakrishnan, and Soumen
Chakrabarti
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Key Intuition : Topical Coherence

A document is usually about one topic

Disambiguating each entity using the local clues misses out on a
major piece of information : Topic of a page

A page is usually has one topic, you can expect all the entities to be
related to the topic somehow

Michael Jackson : 30 Disambiguations
John Paul : 10 disambiguations
But if they are mentioned on the same page, the page is most likely
about Christianity, A big hint towards disambiguating both of them
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Topical Coherence
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Challenges

Capturing local compatibility

Create a scoring function to rank possible candidates

Inculcating topical coherence in the overall objective

Define Topical coherence
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Local compatibility

s : Spot, an Entity to be disambiguated (Christian leader John Paul)

γ : An entity label value
(http://en.wikipedia.org/wiki/Po-pe_John_Paul_II)

fs(γ) : A feature function that creates a vector of features
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. . . . . .

Local compatibility : Feature design

1. Take

Text from the first descriptive paragraph of γ
Text from the whole page for γ
Anchor text within Wikipedia for γ.
Anchor text and 5 tokens around γ

2. Apply each of the following operation with one argument as Spot

Dot-product between word count vectors
Cosine similarity in TFIDF vector space
Jaccard similarity between word sets

Total 12 Features (3 operations, 4 argument pairs) + Sense Probability
Prior5

5Obtained by counting intra wiki links
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Compatibility Score

Local compatibility score between a spot s and a candidate is given
by wT fs(γ)

Thus, candidate is picked by argmaxγ∈Γw
T fs(γ)

w is trained using an SVM like training objective

Minimize ||w ||2 + CΣsεs under the constraints
wT fs(γ)− wT fs(γ) ≥ 1− εs
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Defining topic Relatedness

We need some notion of capturing the fact that 2 topics are related
to each other

Given

g(γ) : Set of wikipedia pages that link to γ
c : Total number of Wikipedia pages
r(γ, γ′) : Relatedness of topics γ and γ′

Define r(γ, γ′) = log |g(γ)
∩

g(γ′)|−log(max{|g(γ)|,|(γ′)|})
logc−log(min{|g(γ)|,|(γ′)|}) (The Milne and

Witten Score)
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The Dominant Topic Model

Need to define a collective score based on pairwise topical coherence
of all γs used for labeling.

The pairwise topical coherence, r(γs , γ
′
s) is as defined above.

For a page, overall topical coherence :

Σs ̸=s′∈S0r(γs , γ
′
s)

Can be written as clique potential as in case of node potential

exp(Σs ̸=s′∈S0r(γs , γ
′
s))
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The Optimization objective

1(|S0|
2

)Σs ̸=s′∈S0r(γs , γ
′
s) +

1

|S0|
Σs∈S0w

T fs(γ)

6

6From 1
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Solving the optimization objective

LP rounding approach

Hill climbing
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Experiments : Data preparation

August 2008 version of WikiPedia used, 5.15 million entity IDs.

Filter out IDs composed of verbs, adverbs, conjunctions etc.

Create a trie from IDs.

Identify spots (NER) by tokenizing the document and then matching
spots with the trie.
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Experiments : Preparing Ground Truth Collection

Need data annotated with links to Wikipedia

Done manually, pages obtained from popular links across various
domains

19, 000 annotations marked, 40% marked NA, 3800 distinct entities
used

Number of documents 107
Total number of spots 17,200
Spot per 100 tokens 30
Average ambiguity per Spot 5.3
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Results : Only Local disambiguation

Local approach performs well

γ0 ← argmaxγ∈Γsw
T fs(γ)

if wT fs(γ0) > ρNA then return γ0 else return NA

7

7from 1
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LP vs Hill climbing approach

Hill climbing and LP are equivalent

8

8from 1
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Recall precision for various approaches

Exploiting topical coherence improves precision by 9

Adding topic prior also helps

9

9from 1
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Contributions

Selectively using prior, similarity (entity - mention) and coherence
(entity - entity) depending on the text

Keyphrase based mention - entity similarity

Modeling of the problem
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Mention Entity Graph

Figure: Mention Entity Graph
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Recognition and Selecting Candidate Entities : Nodes of
the graph

Stanford’s NER is used for finding potential named entity

Yago provides short names and paraphrases for each entity via the
“means” relation

The list can be huge. Eg., For Afghanistan

Dari Persian
Third Anglo Afghan War
Republic of Afghanistan
Afghanistan at the Asian Games
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Keyphrase based similarity : Edge weights

Keyphrases for entities

Link anchor text
Category Names, citation titles, external references
Titles of articles linking to the entity

How important is each word?

weight(w) =
|w∈(KP(e)e′∈INe

KP(e′))|
N Here, IN refers to the set of

entities that have in links to e

Higher the weight, more indicative is a word of the topic. Statistics
will have a higher weight for Prof. Michael Jordan.

Aman Madaan (IITB) Occurrence statistics of entities on the web May 2nd, 2014 49 / 85



. . . . . .

Keyphrase based similarity

Given a mention, m, we have all the candidate entities (E ) with their
respective keyphrase sets. We need to find sim(m, e) for all e ∈ E

For a given entity, for each keyphrase, find its cover.

Cover : Shortest window of words that contains maximal number of
words of the keyphrase.

Keyphrase : “Grammy Award Winner”

“He has been the winner of many awards during his long career
including the Grammy”
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Keyphrase based similarity : Scoring

score(q) = z ∗ Σw∈coverweight(w)
Σw∈qweight(w)

q : Partially matching phrase simscore(m, e) = Σq∈KP(e)score(q)

For entity - entity similarity, Milne-Witten similarity measure was used.
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. . . . . .

Robustness : Selectively picking prior, similarity and
concreteness

Use prior only if prior for some candidate is above 90%

Invoke coherence only if there is scope for coherence to improve
something

diff = Σi=1...k |prior(m, ei )− simscore(m, ei )|

If diff is not >0.9, choose the best candidate entity using only prior
and simscore
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NED : State of the art
Too fancy is not always good

Figure: Prior + Sim + Coherence
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NED : State of the art
Too fancy is not always good

Figure: Prior + Sim
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NED : State of the art
Too fancy is not always good

Figure: Prior
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NED : State of the art
Prior is hard to beat
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NED : State of the art
Research Focus

Some of the recent papers like AIDA10 report F scores brushing 90%

Lack of a common framework to judge these tools

Speed is a matter of concern

Lack of training data 11

10https://www.mpi-inf.mpg.de/yago-naga/aida/
11http:

//www.cs.ucsb.edu/~xyan/papers/kdd13-name_wikification.pdf
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NED : State of the art
Current Implementations

Quality Focused Systems AIDA and Wikifer

Quantity Focused Systems TagMe and very recently, AIDA-light

CSAW
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Figure: Progress

Aman Madaan (IITB) Occurrence statistics of entities on the web May 2nd, 2014 59 / 85



. . . . . .

Statistics of Interest
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Sense Prior

Sense Prior The number of times a particular “sense” of an entity is
used

There are several “Gingerbreads” (Android 2.3, The novel)

Sense prior would tell us how frequent is Gingerbread the OS
compared with Gingerbread the novel

SensePrior(Si ,E ) = P(E appears as the ith sense) = P(Si |E )

Different from mention prior! (Number of times a mention links to a
particular entity)
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Sense Prior
Example (Hypothetical)
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Entity Bigrams
Motivation

Figure: Entities Frequently Appear with related entities
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Entity Bigrams

Entity Bigrams Counts the number of times two given entities,
taking two given senses appear together.

Eg. : Number of times Nokia
http://en.wikipedia.org/wiki/Nokia appears with Gingerbread
http:

//en.wikipedia.org/wiki/Gingerbread_(operating_system)

Entity Bi Gram(E2|E1) = P(E2 follows E1) = P(E2|E1)
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Entity Bigrams
Application : Finding Closely Related Entities

Figure: Starting from the central entity, apply personalized page rank
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Figure: Progress
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Maximum Mean Discrepancy for
Collecting Entity Statistics
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Introduction
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Introduction
Crux

Let Ftest be the average feature vector of the 30 balls

If we knew the true fraction of balls made by each machine, θ1, θ2, θ3,
we would expect

Ftest = θ1 ∗ F1 + θ2 ∗ F2 + θ3 ∗ F3 (1)

We don’t know the θs, but the above equation tells us how to find
them!

minimize |Ftest − θ1 ∗ F1 + θ2 ∗ F2 + θ3 ∗ F3|2 while ensuring that

The θs are all positive
The θs sum to 1
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Aim

Instead of per instance label, interested in the aggregate statistics

Eg: Fraction of comments on a website that are positive.

Eg: Fraction of spam mails

Eg: Fraction of mentions that point to a particular entity.
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Problem Formulation

Let X = x ∈ Rd be the set of all instances and Y = 0, 1, ..., c be the
set of all labels.

Given a labeled dataset D(⊂ X x Y ), design an estimator that for
any given set U(⊂ X ) can estimate the class ratios θ = [θ0, θ1, ..., θc ]
Where θy denotes the fraction of instances with class label y in U
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Why not train a classifier?

We can also get the ratio by training a classifier and running it over
all of the test data

Fails because the distribution of class labels over training and test
data is usually not the same.

Occam’s Razor : One less assumption
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Maximum Mean Discrepancy

Match two distributions based on the mean of features in the hilbert
space induced by a kernel K.

Assume that distribution of features is same in both training and test
data : PU(x |y) = PD(x |y), ∀y ∈ Y

Thus, the test distribution must equal Q(x) = ΣyPD(x |y)θy
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Maximum Mean Discrepancy
Objective

Let ϕ̄yand ϕ̄u denote the true means of the feature vectors of the y th
class and the unlabeled data

Suppose we somehow get the true class ratios θ. The true mean of
the feature vector of the unlabeled data can then be obtained by
Σyθy ϕ̄y .

So ideally, Σyθy ϕ̄y = ϕ̄u

The objective thus is

minθΣy ∈ Y ||Σyθy ϕ̄y − ϕ̄u||2

Such that

∀y , θy ≥ 0∑c
y=0 θy = 1
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Maximum Mean Discrepancy
Objective

But ϕ̄y and ϕ̄u are unknown and thus are approximated from the
training dataset by counting.

ϕ̂y (ny ) = Σ(x ,y)∈D
ϕ(x)

ny
(2)

ϕ̂U(nu) = Σx∈U

¯ϕ(x)y
nu

(3)

The objective can be written in terms of dot products of the mapped
features and thus the kernel trick can be applied.
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Upper bounds on the error

Figure: Upper bound on the difference between the true class ratio and the
predicted class ratio

The bound holds with probability atleast δ, ny : Number of training
instances, nu : Number of test instances, R is the data spread
(maxx∈X ||ϕ(x)||), c the number of classes
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MMD for Estimating Occurrence Statistics of Entities

.
Required
..

......

Given a corpus with mentions identified we want reliable estimates of
frequency of each of the entities.

.
Features
..

......

Each mention has several candidate disambiguations. This gives one way
of formulating the features. For each mention, we can have a (sparse)
feature vector having non zero scores for the candidates.

.
Training Data
..

......

Can be obtained by splicing the named entity disambiguation pipeline of
any of the popular named entity disambiguators. [21] discusses how to
achieve this for AIDA, a popular named entity disambiguator.
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Figure: Progress
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. . . . . .

Conclusions

The potential of open web can only be harnessed to its full extent by
adding structure to it

Web is structured around entities

Many such smart applications that rely on structured web will rely on
frequencies of occurrence of the entities

Named entity disambiguators have matured over the last 8 years, with
the focus now shifting towards improving speed of such systems

It remains to be seen how approaches based on direct estimation of
entity occurrence ratios perform in comparison with the standard
tools, both in terms of speed and accuracy.
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