
Text and Patterns: For Effective Chain of 
Thought, It Takes Two to Tango
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̊Work done when Aman was a student researcher at Google Research, Brain Team.
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Background
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Solving middle-school math problems
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Q: Shawn has 5 toys. For Christmas, he got 2 toys each from his mom 
and dad. How many toys does he have now?

A: The 
answer is 9 
toys
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Fine-tuning
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Q: Shawn has five toys. For Christmas, he 
got two toys each from his mom and dad. How 
many toys does he have now?

A: The answer is 9 toys

θ

Q: If there are 3 cars in the parking lot 

and 2 more cars arrive, how many cars are in 

the parking lot?

Q: Leah had 32 chocolates and her sister had 

42. If they ate 35, how many pieces do they 

have left in total?

A: The answer is 5 
cars.

A: The answer is 39 
pieces.θ

θ

Train/Fine-tune

Test
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Few-shot prompting (in-context learning/autocomplete)
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Q: If there are 3 cars in the parking lot and 2 more 

cars arrive, how many cars are in the parking lot?

A: The answer is 5 cars.

Q: Leah had 32 chocolates and her sister had 42. If 

they ate 35, how many pieces do they have left in 

total?

A: The answer is 39 pieces.

Q: Shawn has five toys. For Christmas, he got two 
toys each from his mom and dad. How many toys does 
he have now?

A: 

𝜣 The answer is 9 toys

Prompt

Design of prompt 
(prompt engineering) is critical 
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Chain of thought prompting
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Q: If there are 3 cars in the parking lot and 2 more cars arrive, how many cars 

are in the parking lot?

Thought (T): There are originally 3 cars. 2 more cars arrive. 3 + 2 = 5.

A: The answer is 5 cars.

Q: Leah had 32 chocolates and her sister had 42. If they ate 35, how many 

pieces do they have left in total?

Thought (T): Originally, Leah had 32 chocolates. Her sister had 42. So in total 

they had 32 + 42 = 74. After eating 35, they had 74 - 35 = 39.

A: The answer is 39 pieces.

Q: Shawn has five toys. For Christmas, he got two toys each from his mom and 
dad. How many toys does he have now?

T:  

Jason Wei, Xuezhi Wang, Dale Schuurmans, Maarten 
Bosma, Ed Chi, Quoc Le, and Denny Zhou. "Chain of 
thought prompting elicits reasoning in large language 

models." arXiv preprint arXiv:2201.11903 (2022). 

Adds a thought to the 
prompt that explains the 
answer - the thought 
process. 
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Chain of thought prompting is extremely effective
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https://say-can.github.io/

https://say-can.github.io/
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What makes chain of 
thought prompting so 
effective?
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What makes the chain of thought prompting so effective?

● The thought makes the model think about the problem?

● The thought helps the model learn better

● The thought serves as an additional example of the task

● The thought helps the model remind of the task

● The thought helps extract relevant information for solving the task
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Text: Extracting common sense, copy mechanism

Patterns: Task understanding, final answer generation

S b s

What makes chain of thought prompting so effective
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Approach
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Q: If there are 3 cars in the parking lot and 2 more cars arrive, how many 

cars are in the parking lot?

T: There are originally 3 cars. 2 more cars arrive. 3 + 2 = 5.

A: The answer is 5 cars. Symbols Text    Patterns    

● Counterfactual prompting:

■ Change one knob at a time (symbol, patterns, text)
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What if? prompting (counterfactual prompting)
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Q: If there are 3 cars in 

the parking lot and 2 more 

cars arrive, how many cars 

are in the parking lot?

Thought (T): There are 

originally 3 cars. 2 more 

cars arrive. 3 + 2 = 5.

A: The answer is 5 cars.

Q: If there are α cars in the parking lot 

and β more cars arrive, how many cars are 

in the parking lot?

Thought (T): There are originally α cars. β 

more cars arrive. α + β = λ.

A: The answer is λ cars.

Q: If there are 3 cars in the parking lot 

and 2 more cars arrive, how many cars are 

in the parking lot?

Thought (T): There are originally 3 cars. 

2 more cars arrive. 3 + 2 = 7.

A: The answer is 5 cars.

What if we don’t 
have actual 
numbers?

What if the prompt 
is misleading?
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Evaluating counterfactual prompts
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Empirical results: difference in final 
outcome

Attention patterns: difference in 
mechanism 
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Experimental 
Setup
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Setup

● Models: PaLM-62B, PaLM-540B, CODEX, GPT-3

● Run each experiment with three seeds, report average etc.

● Results here are for PaLM-62B
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Tasks
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Symbols, Patterns, Text
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Part 1: Symbols
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What if we replace all the numbers 
with greek αlphaβeτs?
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Abstract symbols
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Q: If there are 3 cars in the parking lot and 2 more cars 

arrive, how many cars are in the parking lot?

Thought (T): There are originally 3 cars. 2 more cars arrive. 

3 + 2 = 5.

A: The answer is 5 cars.

Q: Leah had 32 chocolates and her sister had 42. If they ate 

35, how many pieces do they have left in total?

Thought (T): Originally, Leah had 32 chocolates. Her sister 

had 42. So in total they had 32 + 42 = 74. After eating 35, 

they had 74 - 35 = 39.

A: The answer is 39 pieces.

Q: Shawn has five toys. For Christmas, he got two toys each 
from his mom and dad. How many toys does he have now?

T:  

Q: If there are α cars in the parking lot and β more cars 

arrive, how many cars are in the parking lot?

T: There are originally α cars. β more cars arrive. α + 

β = λ.,

A: The answer is λ cars.

Q: Leah had α chocolates and her sister had β. If they 

ate λ, how many pieces do they have left in total?

T: Originally, Leah had α chocolates. Her sister had β. 

So in total they had α + β = π. After eating λ, they had 

π - λ = μ.

A: The answer is μ pieces.

Q: Shawn has five toys. For Christmas, he got two toys 
each from his mom and dad. How many toys does he have 
now?

T:  

The test questions are not changed.
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Abstract symbols results (outcome)
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Performance does not change! 
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Abstract symbols results (mechanism)
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Identical 
mechanism!
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Other tasks
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SPORTS

DATE

SORTING
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Abstract Symbols
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OOD Symbols

● Instead of replacing symbols with abstract outputs, replace with “OOD” 
symbols

○ 5 toys → 5.5 toys
■ Fractions don’t appear in GSM

○ Jamal Murray → Adair Foster
■ Randomly generated name

○ 04/19/1969 → 04/30/3069
■ Date in the future

○ 1 < 2 → 11 < 23
■ The task involves sorting integers
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OOD Symbols
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???
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Few-shot learning?
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● With standard prompt, the model tends to generate 
the count 1, 2, …, 9

● OOD prompt is better at “reminding” the model of 
the task
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Part 2: Patterns
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Symbols, Patterns, Text
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What if all the math is wrong?

31

http://progress_bar_id


Abstract symbols
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Q: If there are 3 cars in the parking lot and 2 more cars 

arrive, how many cars are in the parking lot?

Thought (T): There are originally 3 cars. 2 more cars 

arrive. 3 + 2 = 5.

A: The answer is 5 cars.

Q: Leah had 32 chocolates and her sister had 42. If they 

ate 35, how many pieces do they have left in total?

Thought (T): Originally, Leah had 32 chocolates. Her sister 

had 42. So in total they had 32 + 42 = 74. After eating 35, 

they had 74 - 35 = 39.

A: The answer is 39 pieces.

Q: Shawn has five toys. For Christmas, he got two toys each 
from his mom and dad. How many toys does he have now?

T:  

Q: If there are 3 cars in the parking lot and 2 more cars 

arrive, how many cars are in the parking lot?

Thought (T): There are originally 3 cars. 2 more cars 

arrive. 3 + 2 = 7.

A: The answer is 5 cars.

Q: Leah had 32 chocolates and her sister had 42. If they 

ate 35, how many pieces do they have left in total?

Thought (T): Originally, Leah had 32 chocolates. Her 

sister had 42. So in total they had 32 + 42 = 50. After 

eating 35, they had 74 - 35 = 25.

A: The answer is 39 pieces.

Q: Shawn has five toys. For Christmas, he got two toys 
each from his mom and dad. How many toys does he have now?

T:  
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Wrong math
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Performance does not change!
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Other Tasks
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Wrong Patterns Drastically Impact SPORTS

● 50% is random baseline – the model is intentionally trying to generate 
misleading outputs!?

● The role of label correctness is task dependent – as long as the model can be 
reminded of the task

35

Kim, Junyeob, Hyuhng Joon Kim, Hyunsoo Cho, Hwiyeol Jo, Sang-Woo Lee, Sang-goo Lee, Kang Min Yoo, 
and Taeuk Kim. "Ground-Truth Labels Matter: A Deeper Look into Input-Label Demonstrations." arXiv 
preprint arXiv:2205.12685 (2022).
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What if we remove 
all the patterns?
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No patterns
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Q: If there are 3 cars in the parking lot and 2 more cars 

arrive, how many cars are in the parking lot?

Thought (T): There are originally 3 cars. 2 more cars 

arrive. 3 + 2 = 5.

A: The answer is 5 cars.

Q: Leah had 32 chocolates and her sister had 42. If they 

ate 35, how many pieces do they have left in total?

Thought (T): Originally, Leah had 32 chocolates. Her sister 

had 42. So in total they had 32 + 42 = 74. After eating 35, 

they had 74 - 35 = 39.

A: The answer is 39 pieces.

Q: Shawn has five toys. For Christmas, he got two toys each 
from his mom and dad. How many toys does he have now?

T:  

Q: If there are 3 cars in the parking lot and 2 more cars 

arrive, how many cars are in the parking lot?

T: There are originally 3 cars. 2 more cars arrive.

A: The answer is 5 cars.

Q: Leah had 32 chocolates and her sister had 42. If they 

ate 35, how many pieces do they have left in total?

T: Originally, Leah had 32 chocolates. Her sister had 42. 

So in total they had 74. After eating 35, they had 39.

A: The answer is 39 pieces.

Q: Shawn has five toys. For Christmas, he got two toys each 
from his mom and dad. How many toys does he have now?

T:  

The test questions are not changed.
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No patterns results (outcome)
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(Statistically) significant drop
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What if we delete the text and 
just keep the patterns?

39
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No Text
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Q: If there are 3 cars in the parking lot and 2 more cars 

arrive, how many cars are in the parking lot?

Thought (T): There are originally 3 cars. 2 more cars 

arrive. 3 + 2 = 5.

A: The answer is 5 cars.

Q: Leah had 32 chocolates and her sister had 42. If they 

ate 35, how many pieces do they have left in total?

Thought (T): Originally, Leah had 32 chocolates. Her sister 

had 42. So in total they had 32 + 42 = 74. After eating 35, 

they had 74 - 35 = 39.

A: The answer is 39 pieces.

Q: Shawn has five toys. For Christmas, he got two toys each 
from his mom and dad. How many toys does he have now?

T:  

Q: If there are 3 cars in the parking lot and 2 more cars 

arrive, how many cars are in the parking lot?

T: 3 + 2 = 5.

A: The answer is 5 cars.

Q: Leah had 32 chocolates and her sister had 42. If they 

ate 35, how many pieces do they have left in total?

T: 32 + 42 = 74. 74 - 35 = 39.

A: The answer is 39 pieces.

Q: Shawn has five toys. For Christmas, he got two toys 
each from his mom and dad. How many toys does he have 
now?

T: 

The test questions are not changed.
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Patterns are necessary but not sufficient

41Correctness is task dependent – as long as they can remind the model of the task!

http://progress_bar_id


Part 3: Text
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Change the grammatical 
style of the text, we will
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Performance       change Changing the question doesn’t 
affect performance

Analogical Reasoning
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Part 4: Symbiosis
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Symbiosis of Text and Patterns Enables effective CoT
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Symbiosis of Text and Patterns Enables effective CoT
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The Search Engine Analogy
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Query Query Intent

Results

Also see: https://ai.stanford.edu/blog/understanding-incontext/

Query ≅ Prompt Query Intent ≅ Task Understanding

Database

Database ≅ Weights

https://ai.stanford.edu/blog/understanding-incontext/
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The Search Engine Analogy

● For SPORTS, measure the popularity of activities and sports person for cases 
where COT is exclusively correct

● CoT is especially helpful for rare entities
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Concise Chain of Thought

● Helps us to identify the bare minimum necessary for good performance

● 1.8x fewer tokens
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Not Included in the Presentation

● Results on GPT-3, CODEX, PaLM-540B
○ Similar trends across models

● Detailed prompts

● Error analysis
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What makes the chain of thought prompting so effective?

● The thought makes the model think about the problem?

● The thought helps the model learn better

● The thought serves as an additional example of the task

● The thought helps the model remind of the task

● The thought helps extract relevant information for solving the task
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Text: Extracting common sense, copy mechanism

Patterns: Task understanding, final answer generation

S b s

What makes chain of thought prompting so effective?

Introduce text in your problem, make sure the prompt 
conveys the task (can remind the model of the task!) Paper
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