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We propose a topic modeling based
Wsolution for finding movies like 2 given

movies. We are after a much more
complicated similarity, of the likes which the
standard relations (by the same actor, by the
same producer, etc) will fail to capture. The
similarity we want to tap is plot based. We
discuss the proposed solution, our implemen-
tation and the challenges involved.

1 Introduction

What is common between the Gran Torino, Scent
of a Woman and Dead Poets Society? They all
belong to the genre “Drama’”, but so do umpteen
number of other movies. They have a disjoint set
of actors, producers, directors and writers. They
were not released in the same year. Yet, anyone
who has watched all the three movies will instantly
figure out what is similar; all these movies are about
experienced people coaching young fellows, prepar-
ing them for the life ahead. Even though the crux of
these movies, the basic line of thought, is the same,
we cannot tell that they are similar by using the
standard set of obvious relations. It is this similar-
ity that we aim to model.

It is worth emphasizing that even though this re-
port is based on finding similar movies, the problem
is generic and is not limited to any particular do-
main.

We note that content based similarity will be the
most amusing to the end user. Picking out simi-
lar objects based on facts about them is what the
end user expects the computer to do; computers are
supposed to be good at that. The similarity based
on the very nature of objects will be indicative of

intelligence.

1.1 Solution Outline

Movies are about a fixed set of topics, the problem is
determining what these topics are and what do they
mean. The problem of finding the cluster of words
was solved by using LDA. Once the topic distribu-
tions were obtained, we used one of the two rank-
ing algorithms to find the best solution, one based
on KL divergence and another based on the top k
words from dominating topics. We begin by describ-
ing the results of running LDA on the movies dataset
by with flat alpha prior and 250 topics. We then
describe the two ranking strategies in some detail.
This is followed by a discussion on what went wrong
and various fixes used to overcome the problem. We
conclude with details about the front end and some
anecdotal examples.

2 Getting the lines of thoughts

2.1 Movie Plots

We downloaded the Wikipedia dump and used Wik-
ixmlj [5] , a Wikipedia scraping library to get the
pages whose title satisfies the regular expression “
Jilm)”. This is in accordance with the Wikipedia
style manual [1] for movies.

We were able to extract a total of 16,139 movies.
The distribution of words in the plot per movie is as
shown.

2.2 Training

LDA was used to learn the words that belong to
each of the clusters. Clearly, LDA does not know
anything about the clusters we are looking for, and
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Figure 1: Distribution of number of words in movie
plots for 16139 movies

depends purely on the occurrence and co occurrence
of the words [2]. Table 1 shows some of the topics
learned from the data.

3 Ranking

We used two different ranking strategies, each of
which we describe in this section. Once the LDA
model has been trained, we can calculate a topic
posterior for any movie x. The topic posterior is
essentially a probability distribution of topics for
the given movie. Thus, we get, for each movie
m, P(0lm) where 6 is the topic probability vector,
with each term acting as a weight for that partic-
ular topic. We use this topic posterior in both the
ranking strategies.

3.1 KL Divergence based ranking

Kullback - Leibler divergence[4] is an asymmetric
measure of similarity between 2 probability distri-
butions. Given 2 movies A and B, we first calculate
their topic posterior, 84 and g and then combine
and normalize the two. This is done by using one of
the following strategies :

e Max merge
Oc = max(64,0B)

e Avg merge
O0c = (0.4 +93)/2

Oc, the combined topic distribution, is finally nor-
malized.

For all the movies, i, KL Divergence(6c,0;) is
calculated. The movies rankings in the results are
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Figure 2: Example of how KL Divergence yields simi-
larity of two movies. Here [love, ship, war,
conspiracy] are sample topics and the one
with mowies is the topic probability modeled
by LDA for the movie.

inversely proportional to this divergence score. Fig-
ure [2] shows a hypothetical ideal case.

3.2 Keyword based Ranking

The motivation for this method was that the movies
similar to both the movies will have common top
topics. For example, if the two movies are about
[war, life struggle] and [life struggle, romance], (i.e.
their 6 posterior has high values corresponding to
these topics) then returning movies that are about
life struggle might be a good idea. For both the
movies, the top common topics were chosen. The
words were then given to an inverted index which
returned the words corresponding to these movies.
The returned set of movies were then ranked based
on their topic posteriors, the movies for which the
top common topics had high stakes were placed
above those for which these numbers were lower.

4 Challenges

This section discusses some of the challenges we
faced in implementation of the system.

e Noisy Topics

Since we are using generative model for find-
ing the topics, certain useless topics crop up
after the training. These topics are mainly the
names of characters, places etc. in the plot of
the movie. Some sample noisy topics are shown
in Table 2.
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dinosaurs, dinosaur, valley, vineyard, brent, expedition, herd, plateau, yonggary, mammoth tyrannosaurus,

prehistoric, rex, ape, volcano, napa, allosaurus, challenger, pack, pterodactyl, a

players, baseball, player, teams, league, basketball, hockey, sports, season, stadium, games, soccer,
championship, teammates, victory, practice, goal, quarterback, minor, cup, c

jews, nazis, polish, holocaust, concentration, ss, poland, resistance, anti, jew, hitlers, germans, camps,
gestapo, warsaw, auschwitz, czech, reich, occupied, propaganda, ¢

Table 1: Some topics from the trained model

bond, abby, buck, james, crystal, snake, reggie, raymond, omri, blofeld, python, ning, dolezal kobayashi,
xiaoqian, goldfinger, mi6, spectre, bonds, vishwanath

alex, sara, joanna, griffin, samantha, erin, alexs, breslin, mara, kemp, saras, clint, tyrone, friar, cory, tama,

susanne, rain, ted, cortland

Table 2: Some noisy topics from the trained model

e High Entropy Posteriors There were some
movies which had very even topic posteriors.
Thus, their kl divergence was small from many
movies and thus such movies kept showing up
for many queries.

e Insufficient Training Data Although our
corpora has 16139 movies, it is by no way rep-
resentative of plethora of genres that define
movies. We found that many movies were miss-
ing from our database. This was because not
all the movie pages have (film) as part of their
title. An immediate improvement is scanning
through the document and looking for sufficient
evidence to classify a document as a movie page.
We plan to add this to the next version of this
system.

e How many topics? Clearly, 250 was pulled
out of no where. How many topics are there
is a difficult figure to guess. Total number of
genres perhaps can take us closer to the right
solution.

5 Attempts at Solving Some Of the
Challenges

We discuss some measure taken to tackle few of the
aforementioned challenges.

5.1 Handling Noisy Topics

e Stemming[6] We stemmed the training cor-
pora in order to reduce sparsity and to prevent
shadowing of topics by a dominant word ap-
pearing in many forms.

e Removal of common topics Some topics
that were present in the distribution of most
movies were removed

e Named Entity Removal Since many of the
noisy topic had names, we removed them using
a Named Entity Recognition library [7].

6 Results

The system did give interesting results for some
movies. Alas, for many movies, the problems listed
above damped the better movies. We have added
some screen shots of the web interface we added to
the system. The output was a list of movies ranked
by using one of the 2 measures above, along with
short plot and keywords. We also display why this
set of movies were chosen.

7 Conclusions

We expected the Named Entity removal would give
better results, but then there were lot many noisy
topics still left, which hints at using supervised ap-
proaches for better topic modeling. With the super-
vised LDA, we can model better topics related to the
domain and thus perhaps get results which concur
with the original idea that motivated this project.

Currently our ranking either checks for distri-
bution similarity or key word similarity, but some
mixed form of similarity measure should yield bet-
ter results. Because that will capture the intuitive-
ness in probability distributions and IRish keyword
match to get best of both worlds.
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The Sim Tell

( @ localhost/reco/ + &/ [A~ Google Q @ Q

Movie Sets. Enter two movies you like, we'll do our best to get more movies like them.

[The Candidate (2008 film), Boat People, The Crew (2008 film), Dark City (1998 film), 21 (2008 film), Bright Star, Diary of a Wimpy Kid, Safe House (2012 film), Barabbas (1961 film), Nothing, Iron Monkey (1977 film), Behind the Rising Sun, Fast Break, Blue Streak, North
Country, Paris, Texas, il (1929 film), of (1989 film), Jack & Diane, The Heat, The Rules of Attraction, Harper Valley PTA, Bridget Jones's Diary, Magnificent Obsession (1954 film), Safe (2012 film)]
The Reader (2008 film) Revolutionary Road

Getting the movies
undefined

As a major heist approaches and with betrayal all around him, a respected crime boss has to summon all his street nous and killer instinct as
@ he fights for survival.

A man struggles with memories of his past, including a wife he cannot remember, in a nightmarish werld with no sun and run by beings with
telekinetic powers who seek the souls of humans.
Mystery, Sci-Fi

g TS NOTA  Diary of a Wimpy Kid
5 rs'A Mo,
\3 20 ITSA
& Live-action adaptation of Jeff Kinney's illustrated novel about a wise-cracking sixth grade student.
DIARY-=\impy Kid Comedy, Family

BARABBAS

Barabbas

Figure 3: Web interface to moviesim
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The Sim Tell
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Movie Sets. Enter two movies you like, we'll do our best to get more movies like them.

[The Painted Veil (1934 film), Bright Star, Clash of the Titans (2010 film), The Hard Way (1991 film), House of Sand and Fog, Into the Blue (2005 film), The Maltese Falcon (1941 film), Green Lantern, Dudley Do-Right, On the Road, Dream Boy, Haunted (1995 film),
Game (2011 film), The Canterville Ghost (1996 film), D.O.A. (1950 film), Broken City, Red Lights (2004 film), Boat People, Promised Land (2012 film), Diary of a Wimpy Kid, Dark Passage, Living Hell, Rendezvous (1935 film), Bubble Boy, Defying Gravity (1997 film)]

Titanic (1997 film) Revolutionary Road

Getting the movies

Bright Star

The three-year romance between 19th century poet John Keats and Fanny Brawne.
Biography, Drama, Romance

A wealthy man invites four people to his private island to blame three of them for his daughter's sudden death. The next morning, the wealthy
man is found murdered.
Action, Crime, Drama

undefined
-
© ITS NOT A Diary of a Wimpy Kid
(),\ W mwsA
‘é‘ Live-action adaptation of Jeff Kinney's illustrated novel about a wise-cracking sixth grade student.

DILARY--N\impy Kid Comedy, Family

Clash of the Titans
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Figure 4: Web interface to moviesim
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Movie Sets. Enter two movies you like, we'll do our best to get more movies like them.

[Cape Fear (1991 film), Crossing Over, The Hills Run Red (2009 film), Lord of the Flies (1963 film), Madame Bovary (1949 film), Dirty Girl (2010 film), Bachelor Party (2012 film), A Little Princess (1995 film), Nothing but Trouble (1944 film), Three the Hard Way, Forever
Young (1992 film), Paris, Texas, Summer School (1987 film), American Psycho, Nothing, Just Before Dawn (1946 film), Anna Lucasta (1959 film), Mad City, The Maltese Falcon (1931 film), Trade Winds (1938 film), Strictly Dishonorable (1931 film), Second Chance, Only

the Lonely, Fear (1996 film), Applause (1929 film)]
21 (2008 film) A Beautiful Mind m

Getting the movies

nothing
Nothing

S After a terrible day, two good friends and housemates find the outside world converted into a featureless and empty white void.
Comedy, Fantasy

undefined

Crossing Over

Crossing Over is a multi-character canvas about of different to achieve legal status in Los Angeles. The film
deals with the border, decument fraud, the ...
Drama

) The Hills Run Red

A group of young horror fans go searching for a film that mysteriously vanished years ago but instead find that the demented killer from the
movie is real, and he's thrilled to meet fans wha will die gruesomely for his art.
Horror, Thriller

PSLord of the Flies o

Figure 5: Web interface to moviesim
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